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Abstract By using close range photogrammetry, this

article investigates the accuracy of the photogrammetric

estimation of rock joint roughness coefficients (JRC), a

measure of the degree of roughness of rock joint surfaces.

This methodology has proven to be convenient both in

laboratory and in site conditions. However, the accuracy

and precision of roughness profiles obtained from pho-

togrammetric 3D images have not been properly estab-

lished due to the variances caused by factors such as

measurement errors and systematic errors in photogram-

metry. In this study, the influences of camera-to-object

distance, focal length and profile orientation on the accu-

racy of JRC values are investigated using several pho-

togrammetry field surveys. Directional photogrammetric

JRC data are compared with data derived from the mea-

sured profiles, so as to determine their accuracy. The extent

of the accuracy of JRC values was examined based on the

error models which were previously developed from lab-

oratory tests and revised for better estimation in this study.

The results show that high-resolution 3D images (point

interval B1 mm) can reduce the JRC errors obtained from

field photogrammetric surveys. Using the high-resolution

images, the photogrammetric JRC values in the range of

high oblique camera angles are highly consistent with the

revised error models. Therefore, the analysis indicates that

the revised error models facilitate the verification of the

accuracy of photogrammetric JRC values.

Keywords Photogrammetry � JRC � Camera oblique

angles � Parabolic error models

List of symbols

a Pitch of a line on a plane measured from the

strike of the plane

h1 Angle between the line on a plane and the line

of sight

h2 Angle between the normal vector of a plane

and the line of sight

hm Maximum asperity height measured by profile

gauge

hp Maximum asperity height obtained from

photogrammetric profiles

JRCo JRC values estimated based on manually

measured profiles

JRCp JRC values estimated based on

photogrammetric profiles

MAEJRC Average of the absolute error for JRC values

MAEJRC ¼
Pn

i¼1 JRCo;i � JRCp;i

�
�

�
�

N

NJRC Normalized JRC values comparing between

photogrammetric profiles and manually

measured data

NJRC ¼ JRC3Dimages

JRCmeasured

RMSEJRC Square root of the average of the squared

discrepancies for JRC values

RMSEJRC ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i¼1 JRCo;i � JRCp;i
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1 Introduction

In rock engineering, joint roughness profiles and roughness

parameters have been frequently investigated for the

characterization of the shear strength of rock joints. As the

most commonly used roughness parameter, rock joint

roughness coefficients (JRC) are obtained through com-

parison of the manually measured surface geometry with

standard profiles (Barton and Choubey 1977; ISRM 1978).

Recently, 3D joint roughness parameters have been devised

to identify rock joint shear behaviour to provide a more

realistic description of joint roughness distribution (Gras-

selli et al. 2002; Tatone and Grasselli 2010). Nevertheless,

the majority of rock joint roughness analyses have

employed linear profiles rather than 3D roughness

parameters.

Close range photogrammetry (CRP) has been widely

adopted to investigate many detailed aspects of rock slopes,

as well as large-scale surveys in rock engineering and

mining. The 3D models from CRP have been efficiently

used for the mapping and characterization of large-scale

rock slopes due to the cost and labour advantages of digital

photogrammetry. The recent development of high-end

equipment for remote sensing surveys has also encouraged

the spread of photogrammetry to obtain detailed surface

roughness information such as rock JRC and the joint set

characteristics of rock slopes.

The applicability of close range photogrammetry (CRP)

for the estimation of joint roughness from rock surfaces has

previously been studied in various laboratory conditions

and through photogrammetric surveys (Jessell et al. 1995;

Cravero et al. 2001; Lee and Ahn 2004; Unal et al. 2004;

Bistacchi et al. 2011; Sturzenegger and Stead 2009). Sev-

eral important studies, which focused on the possibility of

JRC estimation using photogrammetric 3D models, pre-

sented the common result that high-resolution images are

required to obtain reliable JRC values from photogram-

metry models (Haneberg 2007; Baker et al. 2008; Poropat

2008, 2009). Consequently, these studies concur that the

measurement accuracy of JRC data may be linearly

reduced by increasing focal lengths and camera-to-object

distances.

The uncertainty of the accuracy and precision of pho-

togrammetric JRC values is derived from various factors.

The influencing factors associated with the photogram-

metric 3D models have been widely discussed by many

researchers (Fraser 1984; Poropat 2009; Dai and Lu 2010;

Fooladgar et al. 2013) and summarized by Dai et al.

(2014). In terms of systematic errors, the influencing fac-

tors are categorized as camera and planning factors. Firstly,

examples of the camera factors which lead to image-based

errors are lens distortion, principal distance and image

resolution. The influence of the lens distortion and princi-

pal distance can be reduced by adjusting the relative

parameters through a camera calibration procedure. The

resolution of the image is directly controlled by the sensor

size of the camera, the focal length of the lens employed

and the camera-to-object distance. Secondly, planning

factors include baseline distance, photograph overlap,

angle of incidence and camera intersection angle, all of

which represent the influence of camera network geometry

on the accuracy of 3D models. In order to create accurate

3D images, these factors are controlled by following the

recommendations of photogrammetry algorithms.

Based on the methodology of stereo photogrammetry, a

JRC error model was developed (Kim et al. 2015a). This

model demonstrates the relationships between the RMSE

of photogrammetric JRC values and the proportion of over-

or underestimation of the JRC values considering camera-

to-object distances. This model was created under an ideal

laboratory condition by varying the camera-to-object dis-

tances and lens focal lengths. In this study, this error model

is also investigated using both the RMSE and the mean

absolute error (MAE) of JRCs to seek better correlations.

The proposed error model can be used as a guideline for

field photogrammetric JRC data which may involve addi-

tional errors induced by varying field conditions. Also, this

model can be verified by analysing field photogrammetric

JRC values.

In this study, the roughness data have been collected

from surveys at six different sites performed over a period

of 3 years. At each survey site, 2–8 profiles were measured

in accordance with the suitability and accessibility of the

target surfaces for the measurements. This allows the

measured profile shapes and their JRC values to be com-

pared with the photogrammetric roughness data. The esti-

mated JRC errors can be investigated based on the

reconstructed error functions and the results of each field

survey discussed with respect to the different site condi-

tions. This study also investigates the influence of the

oblique angles of the line of sight to the exposed rock

surfaces in the photogrammetry setup, which is one of the

most important differences compared to the controlled

laboratory conditions.

2 The Use of Close Range Photogrammetry
in Rock Engineering

Close range photogrammetry (CRP) has been widely used

in geotechnical and geological engineering areas. A stereo

pair or series of images are taken from consecutive posi-

tions for acquisition of 3D data. Through the use of CRP

technique, slope models at large and small scale have been

analysed for various engineering purposes. As a practical
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process, stereo photogrammetry has been performed using

a variety of algorithms. For example, with specialized

functions for the analysis of rock masses, the applications

of the commercial-grade packages, Sirovision (CAE), 3DM

Analyst (Birch 2009) and ShapeMetrix3D (3G Software

and Measurement), have all been described in civil and

mining engineering (Haneberg 2008). These packages

share procedural similarities, and their processes generally

require specific positions and orientations of cameras as

well as a pre-defined set of ground control points to achieve

accurate 3D models. In this study, a Sirovision version 5

(CSIRO 2012) package is employed to create and analyse

3D models.

An alternative photogrammetric process is structure-

from-motion (SfM). SfM has the advantage of being able to

determine internal camera geometry, camera position and

orientation automatically using consumer-grade digital

cameras, as well as potentially minimizing distortions and

generating dense point clouds by the use of multiple pho-

tographs with large overlap collected from different posi-

tions and directions. The SfM approach has found a variety

of applications in the geosciences including surveys of

geological structures, mine sites, landslides, volcanic edi-

fices and glaciers (James and Robson 2012; Westoby et al.

2012; Fonstad et al. 2013; Bemis et al. 2014; Micheletti

et al. 2015; Lato et al. 2015), with a flexibility that allows

photogrammetric surveys to be conducted from unmanned

aerial vehicles (UAVs) and kites (Niethammer et al. 2012;

Vasuki et al. 2014; Bemis et al. 2014; James and Robson

2014; Ryan et al. 2015). In this study, the advantage of

CRP over SfM is the ability to generate a photogrammetric

model from one stereo pair of images rather than requiring

multiple angles and images, which is useful in regions of

limited access.

3 Directional Roughness Profiles and JRC Values

JRC values are estimated by using digitized profile data

obtained from photogrammetric 3D models. In this study,

using the extracted profiles with regular point intervals

from 3D models, the coordinates can be used to calculate

roughness parameters which are correlated with JRC val-

ues. Many researchers have presented mathematical cor-

relations between roughness parameters and JRC values

(Tse and Cruden 1979; Reeves 1985; Franklin et al. 1988;

Maerz et al. 1990; Yu and Vayssade 1991; Hsiung et al.

1993). Among these correlations, the roughness parameter,

Z2, has shown strong relations with JRC values (Yu and

Vayssade 1991). Tse and Cruden (1979) originally estab-

lished a regression equation using the Z2 parameter, which

is a discrete form as shown in Eq. (1), to characterize

shapes of rock joint roughness profiles.

Z2 ¼
1

M Dxð Þ2
XM

i¼1

yiþ1 � yið Þ2
" #1=2

ð1Þ

JRC ¼ 32:2þ 32:47 log Z2 ð2Þ

where M is the number of intervals, Dx is a constant dis-

tance lag, and the sum of the squares in adjacent y-coor-

dinates is divided by the product of the number of intervals.

In this study, Eqs. (1) and (2) are employed to estimate

JRC values using the coordinates of the obtained roughness

profiles.

4 Extraction of Roughness Profiles and Points

The use of data transformation to create roughness profiles

for a specific direction has been well documented in the

literature (Baker et al. 2008; Haneberg 2007, 2008). With

the function of profile extraction from a surface model, the

creation of profiles at positions of interest may be a com-

plicated procedure and the selection of an area for posi-

tioning of profiles on the surface model can therefore also

be inaccurate. Haneberg (2007) presented a useful method

to produce roughness profiles in any direction by using a

rotation and interpolation matrix. This interpolation can be

performed by rotations based on the correlation between

the azimuth of the dip-line of planes and the directions of

profiles.

Focussing on the convenience of the comparisons

between manually measured profiles and the corresponding

profiles of 3D images, in this study we use a simplified

method to extract roughness profiles from regularly gridded

surface models by using point distances of roughness

profiles from a guide line. It is assumed that the roughness

profile is referenced by an imaginary line which links

between the lowest two points of the line. The line lies on a

more precise location of interest for the comparison of

profiles. In the correlated locations between the roughness

profile and the imaginary line, the roughness profile is

defined by the shortest distances from the imaginary line as

p1

imaginary
line

roughness profile (x1, y1, z1)

(x0, y0, z0)

(xn, yn, zn)

x
y

z
p0

pn

d n

Fig. 1 Coordinates of a roughness profile in three-dimensional space
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demonstrated in Fig. 1. The shortest distances from the

points to the guide line are estimated by Eqs. (3) to (5).

These equations and the general matrix form of point-line

distance in three-dimensional space are well demonstrated

by Weisstein (2002).

In Fig. 1, p0 and p1, the vector along the line specified

by two points is identified by Eq. (3) using their

coordinates.

v ¼
x0 þ x1 � x0ð Þt
y0 þ x1 � x0ð Þt
z0 þ x1 � x0ð Þt

2

4

3

5 ð3Þ

The shortest distances between the points and an

imaginary line between p0 and p1 with parameter t are

estimated by Eq. (4).

d2 ¼ x0 � xnð Þ þ x1 � x0ð Þt½ �2þ y0 � ynð Þ þ y1 � y0ð Þt½ �2

þ z0 � znð Þ þ z1 � z0ð Þt½ �2

ð4Þ

The parameter t is obtained by Eq. (5):

t ¼ � p0 � pnð Þ � p1 � p0ð Þ
p1 � p0j j2

ð5Þ

The results of the calculations are generated using

AutoCAD Civil 3D (Autodesk 2011) to calculate the JRC

values.

5 Evaluation of the Accuracy of Photogrammetric
JRC Values

To measure the accuracy of continuous variables, the root-

mean-squared error (RMSE) and the mean absolute error

(MAE) are commonly employed. RMSE has been widely

used to identify the accuracy of data due to its high cor-

relation between the predicted values and the observed

values. In a photogrammetry standard, the accuracy of

geospatial data obtained from photogrammetry has been

classified using the RMSE of data coordinates (ASPRS

2014). As a natural measure of average error magnitude,

the advantages of MAE have also been reported (Willmott

and Matsuura 2005; Chai and Draxler 2014).

A parabolic error model, which describes the RMSE of

photogrammetric JRC values according to camera-to-ob-

ject distances, was developed in a previous laboratory

study (Kim et al. 2015a). Using the quadratic error func-

tions, the ranges of JRC errors obtained from the employed

focal lengths and camera-to-object distances can be illus-

trated by the sizes of the parabolas. The quadratic equa-

tions were derived from a set of laboratory

photogrammetry tests using three different focal length

lenses (FL = 24, 50 and 85 mm) in an ideal laboratory

condition. The photographs of a rock sample were taken

with the perpendicular camera orientation to the object and

keeping the same indoor lighting conditions. The back-

ground of the developed models is detailed in the literature

(Kim et al. 2015a).

As shown in Fig. 2a, RMSEJRC, together with camera-

to-object distances, forms quadratic functions using the

normalized JRC values. The basic form of the quadratic

functions used is presented in Eqs. (6) to (8), where:

RMSEJRC¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i¼1 JRCo;i � JRCp;i

� �2

N

s

ð6Þ

NJRC ¼ JRC3Dimages

JRCmeasured

ð7Þ

RMSEJRC � D ¼ aN2
JRC þ bNJRC þ c ð8Þ

where JRCo is the manually measured JRC value and JRCp

is the JRC values obtained from the photogrammetry

models of each profile. NJRC is a normalized value which

indicates the accuracy of the photogrammetric JRC values

compared to manual measurements. In Eq. (8), ‘D’ repre-

sents the camera-to-object distance and ‘a’ is a coefficient

to determine the direction and size of the parabola which

represents the precision of the data; ‘b’ and ‘c’ are the

coefficients for the locations of the vertex of the parabolic

curves. The proposed quadratic functions show upward

parabolic curves with different widths according to the

focal length of lenses. However, since the laboratory data

are predominantly plotted in the range of underestimation,

the quadratic regression curves in the range of overesti-

mation may not accurately describe the correlations.

Considering the balance of data, it is reasonable that the

data can be interpreted by dividing the data range into

underestimation and overestimation categories. In this

study, the JRC data obtained from the laboratory tests

reconstructed error functions using MAE of the JRC values

are shown in Fig. 2b. With the use of absolute values, the

basic form of the MAE of JRC is simpler than the RMSE

form, as given in Eq. (9).

MAEJRC ¼
Pn

i¼1 JRCo;i � JRCp;i

�
�

�
�

N
ð9Þ

In the total data range, the overall patterns of the rela-

tionship between RMSE or MAE and NJRC are similar

showing quadratic regression lines. However, in the over-

estimation range, linear regressions between MAEJRC and

NJRC are formed, displaying high values of the coefficient

of determination (R2 = 0.79–0.96). The large focal lengths

create steeper inclinations of the regression line than the

short focal lengths. Similarly, in the underestimation cat-

egory data range, the quadratic regressions of RMSEJRC

show better correlations with NJRC than MAEJRC and the
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previous parabolas. The improved relationships are shown

by the R2 values, as given in Fig. 2a, b.

Chai and Draxler (2014) stated that MAE is appro-

priate to explain uniformly distributed errors, and

RMSE is better for describing a normal distribution.

Similarly, the distinct characteristics between MAE and

RMSE have also been reflected in the present study.

With respect to data distributions, it is interesting that

MAE is suitable to describe the data in the overesti-

mation range, and RMSE is good for describing the

underestimated data range in Fig. 2b. This may be

quantitatively explained by the wide differences in the

total number of data in both ranges. Qualitatively, the

data distribution might also be affected by the source of

the errors. It is because the underestimation is mainly

derived from the insufficient density of the 3D images,
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Fig. 2 JRC error models based on lens focal length in laboratory conditions: RMSE parabola models (Kim et al. 2015a) (a), revised RMSE and

MAE error models (b)
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while the overestimation is predominantly caused by

data distortion and data noise.

6 Field Photogrammetry Surveys

6.1 Geological Condition of the Study Areas

Photogrammetry surveys were performed at six different

sites on the Gold Coast and in Brisbane, Australia. The

reported surveys in this study were carried out over a

period of 3 years from 2013 to 2015. The selected sites

are road cuts, an excavated slope and a landscaping site.

The rock masses are composed of shale, sandstone,

metasandstone and greywacke from the Neranleigh-

Fernvale beds (Willmott 2010). The surface conditions of

the target areas varied including exposed bedding planes,

joint planes and individual block surfaces. With consid-

eration for the practice of manual measurement of

roughness profiles, the target areas were determined

focusing on the photograph conditions such as height and

camera-to-object distances.

The geological conditions at the selected sites are

summarized in Table 1. The target areas at site #1 com-

prise clearly exposed bedding planes of shale and sand-

stone joints. The orientations of the surfaces were mostly

slanted against the camera axis. The target areas at site #2

included parts of an exposed joint surface of shale, and the

road cuts were partly covered by plants. The location of the

target area was lower than the camera height. The target

area at site #3 was clearly exposed by excavation and was a

weathered joint surface. The target areas at sites #4 and #5

were parts of road cuts, and the exposed joint planes were

almost orthogonally oriented to the optical axis. The target

areas at site #6 were parts of sandstone rock blocks for

landscaping which were individually oriented with differ-

ent angles to the optical axes. Detailed geological condi-

tions and strength properties for the sandstone and shale at

the sites are presented in the previous literature by the

authors (Kim et al. 2013, 2015b).

6.2 Planning for Minimizing Photogrammetry

Errors

Photogrammetry surveys often require the use of high-end

cameras and long focal length lenses to create high-reso-

lution images. However, other factors when designing

photogrammetry layout also influence the accuracy of 3D

models. In the case of stereoscopic photographs, it is rec-

ommended that the image pairs overlap each other by more

than 60 % to create the best 3D images (CSIRO 2012). The

range of base-to-distance ratio is also recommended relat-

ing to the depth accuracy of the 3D images. Generally, the

image-based errors are caused by lens distortion and the

errors are usually minimized by employing calibration

procedures. Accordingly, the employed lenses in this study

were fully compatible with the photogrammetry software,

Sirovision. The base-to-distance (B:D) ratio was also fixed

at the ratio of 1:7 based on the desirable range of the

programme (CSIRO 2012).

In addition, orthogonal images for the object create

more accurate 3D images. However, for a region of natural

rock surfaces, the line of sight of the camera is usually

oblique to the area being imaged. As high-angle oblique

photographs are desirable for accuracy, the orientations of

the profiles and the surfaces should be considered for data

interpretation. In this study, the stereo image pairs were

taken towards the slope with levelled camera view angles

(tilting angle was 0�). Thus, the orientations of the profiles
of interest on rock surfaces were conveniently interpreted

based on a horizontal line of sight.

6.3 Data Collection

Two stereo images were obtained at each camera position

using a Nikon D7000 digital camera (sensor resolution:

4928 9 3624 pixels) with fixed focal length lenses (Nikon

Nikkor, FL = 24, 50, 85 mm). The summaries of the

photogrammetry setup at the sites are presented in Table 2.

Through the site surveys, the range of employed camera-to-

object (c-to-o) distances varied from 2 to 33 m. The

Table 1 Summary of geological conditions of the sites

Sites Rock types Field classifications Descriptions

Beaudesert-Nerang road 1 Sandstone, shale Road cut Heavily weathered, folded and steeply inclined bedding

Beaudesert-Nerang road 2 Sandstone, shale Road cut Fine-grained, clean bedding plane

Bethania Metasandstone Excavated slope Moderately to slightly weathered, exposed clean joint

Nerang-Murwillumbah road 1 Greywacke Road cut Slightly weathered, clean and orthogonal joint plane

Nerang-Murwillumbah road 2 Greywacke Road cut Slightly weathered, clean and orthogonal joint plane

Smith road Sandstone Rocks for landscaping Coarse-grained, rounded surfaces with various orientations
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specific sections of the rock slopes were marked using

circular or rectangular targets which were 30–50 cm apart

as shown in Fig. 3. The targets were arranged into square,

triangle or line shapes according to the measurement

availability. Roughness profiles were manually measured

using a profile gauge (1-mm interval) for the lines between

targets. For all six site surveys, photographs were taken on

bright sunny days and the target areas of the slopes were

unaffected by shadows.

3D images were created using Sirovision. In order to

reduce a possible error due to camera factors, the

calibrations of the employed lenses and camera body

combinations were performed using the calibration data

files provided by the manufacturer. The point cloud inter-

vals of the 3D models generally increased with the camera-

to-object distances, and the intervals were inversely pro-

portional to the lens focal length employed. However, the

points in space created by a 3D image were inconsistent

due to the irregularity of the natural slope surfaces. This

appearance was heightened by the fact that the surface

being imaged is not flat, so the points appear to be scattered

in an irregular pattern.

Table 2 Summary of photogrammetry site investigations

Sites Year of

investigation

Number of

profiles

Camera-to-object

distances (m)

Baseline distances

(m, B:D = 1:7)

Focal

lengths

(mm)

Point

intervals

(mm)

Ground sampling

distance (mm)

Beaudesert-

Nerang road 1

2013 9 14.0, 17.0 2.5 24 12.8–22.4 3.0–3.4

Beaudesert-

Nerang road 2

2013, 2015 4 2.0, 5.0, 10.0 0.3, 0.8, 1.5 24, 50, 85 0.4–10.5 0.5–2.9

Bethania 2013 3 3.0, 33.0 1.5, 5.0 24 5.2–23.9 1.0–6.0

Nerang-

Murwillumbah

road 1

2015 3 14.0, 14.8 2.0 24, 50, 85 2.2–8.7 0.8–2.2

Nerang-

Murwillumbah

road 2

2015 3 11.8, 12.0 1.7 24, 50, 85 1.6–7.7 0.8–2.4

Smith road 2015 8 2.0, 5.0, 10.0 0.3, 0.8, 1.5 24, 50, 85 0.2–19.8 0.1–1.7

● Beaudesert-Nerang road,
   Gold Coast
● Sandstone & Shale

Profile gauge 
(L=30 cm)

Target size: φ (diameter) = 60 mm

50 cm

40 cm

40 cm

40
 c

m

50
 cm

● Meta sandstone
● Bethania, Brisbane

Section 1

Section 2

Section 3

1TT1
T2

T2

T3

T4

T3

0 2 m
0 2 m

(a) (b)

Fig. 3 Slope photographs and attached targets for roughness measurement: at site #1 (Beaudesert-Nerang road) (a), site #3 (Bethania) (b)
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7 Accuracy of Photogrammetric Roughness Data

7.1 Profile Agreement

A total of 30 measured profiles were compared with the

photogrammetric profiles. The photogrammetric roughness

profiles were generated from the 3D data based on the

point-to-line distance method as described in Sect. 4.

Overall, a photogrammetry setup at close distance with

longer focal length lenses created well-matched profiles.

Figure 4 presents an example of the profile deviations of

site #4 in accordance with the employed focal length of the

lenses. The vertical scale is exaggerated two times for

clarity. Due to insufficient data points in the 3D models

(8.7-mm point cloud distance), the profile, which has been

created from the 24-mm lens, showed considerable mis-

match as shown in Fig. 4 where the agreement of the

profile shapes is governed by the point interval of 3D

images. With smaller point intervals (2.2–4.0 mm), the

large-scale undulation in the profiles obtained from both

the 50- and 85-mm lenses is comparatively consistent with

the measured profiles (see Fig. 4b, c). The accuracy of the

profiles in a 3D model can also vary with the locations of

the sections of interest due to the irregular pattern of the

originally formed mesh, as mentioned in Sect. 6. As

demonstrated in Fig. 5, the angles between the line of sight

and the normal vector of a rock surface vary with the

sections of interest in an image. Consequently, the point

cloud intervals of the 3 sections varied from 12.8 to

22.4 mm in the same 3D model.

In Fig. 6a, the obtained data on point cloud intervals

from the field surveys generally show a gradual increase

with camera-to-object distance. The point intervals show

rather scattered patterns (R2 = 0.66–0.84) compared to

those obtained under laboratory conditions obtained in a

previous study by the authors (Kim et al. 2015a). The

dispersion of data is clearly shown from the results

obtained using the short focal length (24 mm). Under

laboratory conditions, based on orthogonal images, a linear

increase of point intervals in the 3D images was obtained

with increasing camera-to-object distances with

R2 = 0.95–0.99 as shown in Fig. 6b. This reflects the

irregularity of the rock surface orientations for the line of

sight of the camera setup and may also explain the reason

why the irregular point intervals can be attributed to the

influence of the variation of the rock surface orientations.

The oblique angle of the camera setup facing a rock

slope can influence the accuracy of photogrammetric pro-

files. This issue was examined by Hong et al. (2008) who

found that inclined sample surfaces can produce underes-

timated roughness data. In a general orthogonal photograph

setup, the oblique angle of the line of sight to a plane can

be identified by the angle between the line of sight and the

line of interest on a plane. As shown in Fig. 7a, the angles

are illustrated by both the angle between the line of interest

on a plane and the optical axis (h1�) and the angle between

Length (mm)
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20

10

0he
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m
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Fig. 4 Comparison of a

roughness profile at site #4

between manual measurement

and 3D models according to the

employed focal length (FL):

24 mm (a), 50 mm (b), 85 mm

(c)
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the optical axis and the normal vector of the plane (h2�).
These angles can be represented on a stereographic pro-

jection which is a convenient tool to identify geological

structures on rock faces in any orientations. The method of

the hemispherical projection is well described by Priest

(1985) and Goodman (1989).

With the strike of a plane, the angle of pitch is measured

from the perimeter of the net along the great circle. In

section 1

section 2

normal 
vector

normal 
vector

section 3

target intervals:

target intervals:

target intervals:

normal 
vector

0.5m x 0.5m

0.5m x 0.5m0.4m x 0.4m

Fig. 5 A window image from

Sirovision and the sections of

interest (site #1, c-to-o distance:

17 m, FL = 24 mm)
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(Kim et al., 2015a)
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Fig. 6 Variation of point cloud intervals of 3D images: site investigation (a), laboratory condition (Kim et al. 2015a) (b)
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(a) (b)Fig. 7 Camera oblique angle
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Fig. 7b, line 1 in the plane ‘A’ has a pitch of a� measured

from the strike line. The acute angle between the optical

axis and the given line 1 is counted from the pitch h1�. In a

similar way, h2� is counted from the perimeter between the

optical axis and the pole of plane ‘A’ along the great circle

of plane ‘B’ containing the line 1. Accordingly, discrep-

ancies in photogrammetric profiles could occur as h1�
decreases and as h2� increases.

In this study, the deviation of the profile waviness

between manual measurement and photogrammetry was

simply quantified by using the differences in the maximum

asperity heights between 3D models (hp) and manual

measurement (hm). For all measured roughness profiles, hp
and hm values were obtained using the same profile length

(L = 30 cm) based on the straight edge method. This

method has been used for roughness estimation in large-

scale profiles (Piteau 1970; Milne et al. 1992; Palmström

2001). By comparing the manually measured profiles with

the photogrammetric profiles, the accuracy of profile

waviness was investigated using the deviation ratio of the

maximum asperity height (hp - hm/hm) and the results

plotted according to the point intervals in Fig. 8. When the

values are close to ‘0’, better agreement between the

manual profiles and the photogrammetric profiles is

achieved. The field data show scattered distributions;

however, the data in the range of less than 1-mm intervals

tend to be close to the mean values with a lower standard

deviation (SD 0.33, Fig. 8a) than the data in the range of

more than 1-mm point interval (SD 0.76, Fig. 8b).

It was also found that high oblique angles for the camera

axis could reduce the degree of dispersion of photogram-

metric profiles. The data plotted in Fig. 8a, b are sorted by
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Fig. 8 Distribution of maximum asperity height ratio according to

point cloud intervals: total data, point interval B1.0 mm (a), total
data, point interval[1.0 mm (b), data within the high-angle oblique

(h1[ 60� and h2\ 30�), point interval B1.0 mm (c) and data within

the high-angle oblique (h1[ 60� and h2\ 30�), point interval

[1.0 mm (d)
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the high-angle oblique range of h1[ 60� and h2\ 30�.
These ranges indicate that the angles between the camera

axes and the profiles are acute close to the orthogonal

photographs within the range of 60�–90�. As shown in

Fig. 8c, d, within these data ranges, the variations of the

data are obviously reduced from 0.16 to 0.13 (point interval

B1.0 mm) and from 0.76 to 0.34 (point interval[1.0 mm).

The result indicates that the accuracy of photogrammetric

profiles is affected by the oblique angles h1 and h2 and

orthogonal photographs are appropriate for the measure-

ment of roughness as shown in Table 3.

7.2 Accuracy and Precision of Photogrammetric

JRC Values

JRC values were estimated by using the small-scale

asperity heights of the photogrammetric profiles, as

demonstrated in Eqs. (1) and (2). A total of 111 JRC values

were used to analyse the results. The obtained pho-

togrammetric JRC values are summarized in Table 4, and

the results of each site are demonstrated in Figs. 9 and 10.

According to the site conditions, the obtained JRC values

showed different trends. The JRC values for sites #1 and

#3, which were obtained using a short focal length lens

(FL = 24 mm), from a large c-to-o distances (17, 33 m),

were mostly underestimated due to insufficient data points

(Fig. 9a, c). It was observed that some of the 3D images at

site #2 were influenced by plants near the target areas.

Consequently, the low-resolution images which were taken

by the 24-mm lens created distorted 3D models and

resulted in overestimations of JRC values (Fig. 9b). This

tendency was similarly found for sites #4 and #5. The

target areas in these sites were clearly exposed and

orthogonally oriented to the camera axes, and the

Table 3 Estimated JRC values

from 3D models
Sites Profiles (L = 250–300 mm) h1 (�) h2 (�) JRC values

Manual 3D models

#1. Beaudesert-Nerang road 1 1 39 38.5 11.6 6.6

2 34 48 7.5 8.2

3 43 76.8 8.7 8.2

4 70 42.5 11.3 5.3

5 82 40.7 8.7 8.7

6 83 5.8 5.4 10.8

7 50 7.8 12.0 6.9

8 44 40.5 14.8 3.4

9 60 6.2 14.1 14.2

#2. Beaudesert-Nerang road 2 1 51 93.1 6.4 11.2–17.7

2 63 25.3 11.0 8.1–19.7

3 85 85 7.2 5.6

4 78 78 9.0 7.3

#3. Bethania 1 63 102.7 15.0 11.8–12.9

2 76 31.6 10.1 10.2–18.3

3 61 64 13.7 9.7–12.4

#4. Nerang-Murwillumbah road 1 1 90 81 5.6 4.6–11.1

2 87 20.7 5.7 6.3–10.7

3 86 140.9 3.7 2.1–9.9

#5. Nerang-Murwillumbah road 2 1 80 57.2 7.0 5.8–9.7

2 87 37.6 7.6 11.1–17.6

3 79 15.7 8.7 9.2–17.6

#6. Smith road 1 51 3 7.6 4.9–12.1

2 74 78.5 10.5 9.5–15.2

3 74 78.5 13.7 7.7–16.3

4 69 55 10.4 4.0–15.0

5 55 19.9 14.0 15.8–24.4

6 79 0 8.6 9.5–21.7

7 51 88 5.1 9.8–23.0

8 57 66.9 6.7 7.2–13.9
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differences of JRCs between manual and photogrammetry

were relatively less than at other sites. However, large

differences between the JRCs are found for low-resolution

images (FL = 24 mm), as shown in Fig. 9d, e.

Figure 10 demonstrates the variation of JRC values for

site #6 for different focal lengths. In contrast to the other

sites, the photogrammetric 3D images mainly overesti-

mated the JRC values. Also, in some profiles, large varia-

tions in JRC values were found throughout the camera-to-

object distance range when 24- and 50-mm lenses were

used. These overestimated values were predominantly due

to distorted waviness in the extracted profiles. The use of a

longer focal length lens (FL = 85 mm) reduced the data

deviation (Fig. 10c).

The JRC data are plotted and compared with the error

models for both the ranges of underestimation and over-

estimation in Fig. 11. In contrast to the authors’ previous

laboratory study (Kim et al. 2015a), it appears that the

plotted data are quite dispersed according to each field

survey condition and mostly distributed in the overesti-

mated region, as demonstrated in Fig. 11. Overestimation

can be found in both the high-resolution and low-resolution

images. The reasons are due to the influence of data noise

as discussed by Poropat (2008), the distortion of waviness

in the profiles leading to an overestimation of JRCs at low

resolutions.

As shown in Fig. 11a–c, the data also deviate from the

error models with the deviations more obvious when

shorter focal length lenses are employed. This deviation

may be attributed to various sources of errors derived from

different site conditions. However, we suggest that the

differences are mainly due to the lack of image resolution.

In the range of high-resolution point intervals (less than

1 mm), the deviations are considerably reduced, as

demonstrated in Fig. 11d–f.

It is observed that the deviation is reduced within the

range of high oblique angles (e.g. h1[ 60� and h2\ 30�).
The black dots in Fig. 11d, e show that the sorted data are

closely distributed around the error curves. This distribu-

tion shows that the orthogonal photographs improve the

accuracy of photogrammetric JRCs as evident from the

trends of the data for each focal length. As a consequence,

the data distributions obtained from the site photogram-

metry survey indicate that the oblique camera angles can

influence the accuracy of both the waviness of profiles in

large-scale roughness and the deviations of JRC values in

small-scale roughness. It should be also noted that the

results of data analysis could be influenced by the incon-

sistency in the amount of data recorded at each field sur-

vey. Further studies using more data from varied field

conditions will allow improved understanding of the pro-

posed error models.

8 Discussion

A combination of large sensor sizes and longer focal

lengths can achieve high-resolution images of joint sur-

faces. This combination can show linear relationships

between the camera combinations and camera-to-object

distances under laboratory conditions. However, under

field conditions the point intervals of the obtained 3D

images vary with the complexity of the object. This study

demonstrates that the point interval is an important factor

and determines the level of accuracy of photogrammetric

JRC data. For the same measurement interval with manual

measurements (&1.0 mm), this study showed the feasi-

bility of stereo photogrammetry for JRC estimation. Within

the range of point interval (B1.0 mm), the errors could be

interpreted using the developed error models with close

correlations.

Unlike laboratory conditions, the field photogrammetry

surveys which were performed under different conditions

resulted in scattered data and mainly overestimated JRC

values. The obtained JRC values sometimes showed large

discrepancies due to distortion of 3D models and data

noise. A comparison of the results from previous laboratory

tests and field surveys is summarized in Table 4. The most

important factor influencing the accuracy of 3D models is

an image error due to obstacles in the target areas, such as

Table 4 Comparisons of the quality of JRC accuracy between the laboratory and the field conditions

Frequency Conditions

Laboratory conditions (Kim et al. 2015a) (c-to-o distance: B7 m) Field conditions (c-to-o distance: 2–33 m)

Often Underestimation Overestimation

With small discrepancy of profiles due to insufficient accuracy of

3D models

With noticeable discrepancy of profiles due

to distortion of 3D models

Due to lack of data intervals Due to data noise

Seldom Overestimation Underestimation

Due to data noise Due to lack of data intervals

High level of accuracy less than NJRC = 1.3
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surrounding plants, large voids and rock fragments. The

existence of these factors causes a large distortion of the

3D images and results in the overestimation of JRC values.

In the laboratory conditions, the range of JRC values was

predominantly underestimated. In such cases, distortion of

3D models was rarely observed, while the undulations of

profiles were insufficiently represented due to a lack of

points.

The results of the field tests also showed the influence of

the profile orientation. To obtain better accuracy, orthog-

onal photographs are recommended. This study showed the

effect of the photograph angles on the accuracy of rough-

ness data within the range of high oblique angles (e.g.

h1[ 60� and h2\ 30�). In practice, this methodology can

be an issue for tripod-based stereo photogrammetry. The

limitation of the camera angles can be offset by using SfM
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which is a more flexible photogrammetry setup, the feasi-

bility of which can be investigated in future research.

9 Conclusions

Photogrammetric roughness data were investigated under

field conditions. Linear profiles and photogrammetric JRC

values were obtained from the 3D models, and the accu-

racy of the results investigated using the proposed error

models focussing on the influence of data intervals and

orientation of the profiles. A total of 30 profiles were

manually measured and compared with the 3D models

created in accordance with varying camera-to-object dis-

tances and lens focal length. Based on the field data, the

following conclusions can be drawn:

• This study improved the previous JRC error models by

using better correlations, in the overestimation range,

between MAEJRC�d and NJRC.
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• In comparison with the error models, the JRC values of

the field data were generally overestimated and showed

considerable scatters. The most influential of all the

factors on the accuracy of roughness data was the point

interval of 3D models; a data range of 1 mm can reduce

the differences from the error models.

• The field data also show that the oblique angles of the

optical axis to the pole (h1) and to the measured profile

(h2) can significantly affect the accuracy of both the

maximum asperity height and JRC values of the

profiles. The oblique angles could be usefully inter-

preted by stereographic projection methods. In the

range of the oblique angles (h1[ 60� and h2\ 30�),
which are close to orthogonal, photogrammetry setups

could improve the accuracy of the maximum asperity

heights (hp) and JRC values. This shows that stereo

photogrammetry can be used to produce linear rough-

ness profiles and JRC estimation in a specific photo-

graphic setup.
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