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This research describes the influences of the focal length of lenses as well as camera-to-object distances
that control the accuracy and precision of 3D photogrammetry models used for assessing joint roughness
coefficients (JRC). A parabolic error model, which is developed by a series of photogrammetric laboratory
tests, is used to improve the JRC data distributions obtained from the photogrammetry 3D models. The
influences of camera-to-object distances and focal lengths on the accuracy of JRC values are investigated
in laboratory conditions. A series of photogrammetry tests are performed under different conditions by
varying the camera-to-object distances and the camera lens focal lengths. The camera positions are
controlled on a sliding device to increase the accuracy of geo-referencing. The results suggest the al-
lowable photographic distances for the employed photogrammetry equipment (e.g. camera and focal
lengths of lenses) to estimate JRC values through comparison with the manually measured values. The
root-mean-square-error (RMSE) of JRC functions, which are correlated with the camera distances and the
normalized JRC values, are depicted as different size parabolic curves according to the employed focal
lengths. These models successfully improve on the accuracy of the originally obtained JRC distributions.

& 2015 Elsevier Ltd. All rights reserved.
1. Introduction

The joint roughness coefficients (JRC) are important values to
evaluate rock mass stability problems.1,2 The values have been
generally determined by manual measurements using profile
gauges for joint surfaces of rock samples or rock masses. However,
to achieve more accurate and to obtain more roughness data over
larger and potentially inaccessible areas than manual measure-
ments, remote sensing techniques such as terrestrial laser scan-
ning (TLS) and close range photogrammetry (CRP) are also em-
ployed in both laboratory and site investigations.

TLS has been preferred to investigate JRC values compared to
CRP.3–11 This is due to the general recognition that TLS can produce
higher accuracy and resolution images than CRP. However, it is
difficult to disregard the significant advantages of photo-
grammetry which are portability, economic feasibility, legibility of
visual information and convenience. Furthermore, it is con-
siderably beneficial that photogrammetry is able to provide
structured color images in which exposed joint surfaces can be
distinguished from the excavated surfaces.

The applicability of photogrammetry to obtain rock joint surface
H. Kim).
roughness has been investigated through laboratory tests and site
investigations.12–18 Recent leading studies on the estimation of JRC
from 3D digital photogrammetry models19–25 suggest that high-re-
solution images are required to obtain reliable JRC values. In photo-
graphy, it is generally expected that the measurement accuracy can be
improved by increasing the focal length of lenses or decreasing pho-
tographic distances to the object. Poropot 22 conducted a series of
laboratory tests for JRC estimation using low resolution level images
with 2.5 mm pixel size at 100 m, using a 24 mm focal length lens. Kim
et al.24 extracted roughness profiles from a 3D photogrammetry model
of a natural rock slope which was obtained using a commercial grade
SLR digital camera with a 24 mm focal length lens in the distance
range from 2m to 10m. In the results, it was found that the roughness
profile discrepancies between the manual measurements and the
photogrammetric 3D models increased, as the camera-to-object dis-
tances increased.

The resolution limits of remote sensing methods are an im-
portant factor in investigating rock surface roughness. In contrast
with the considerable number of investigations for laser scanning
methods, further investigation is required for photogrammetry
methods. In manual measurements, profile gauges are used for
obtaining roughness profiles at a fixed horizontal interval. The step
sizes of the profile gauges normally range from 0.5 mm to 1.0 mm.
It is reported that if the data interval is more than 1 mm, JRC va-
lues may be underestimated due to the reduced asperity angles for
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Fig. 1. Geometry for the determination of the position of a point in object space
using photogrammetry.23
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the step sizes.26 On the other hand, Poropot21 emphasized the
importance of understanding the measurement error for surface
profiles corrupted by noise when using small pixels. The study
attempted to filter the corrupted profiles with different window
sizes. The results showed that JRC values can be properly esti-
mated using filtering algorithms, when the measurement noise is
significant in relation to the sample spacing. However, this dis-
torted noise of individual asperities may still result in the over-
estimation of JRC values.

In actuality, many variables such as the camera-to-object dis-
tance, camera calibration, base-to-distance ratio, data noise,
modeling algorithms, lighting and shadows can lead to data cor-
ruption in photogrammetry. Therefore, comparison cannot simply
be made between image resolutions and the accuracy of JRC va-
lues, even in the idealized laboratory conditions (e.g. indoor
lighting, accurate measurements). This study focuses on the in-
fluences of the camera-to-object distances and focal lengths on the
precision and accuracy of JRC values. It can be generally accepted
that large camera distances with short focal lengths contribute to
producing large measurement errors and standard deviations for
JRC estimations. This claim can be supported by the fact that
cameras with longer focal lengths decrease measurement errors in
stereo photogrammetry systems.27

In this study, the authors firstly present the allowable distances
for photogrammetry to estimate JRC values based on the accuracy
of manual measurements using a 1 mm step size. These distances
were derived by performing a series of photogrammetry labora-
tory tests with three different focal length lenses over differing
camera-to-object distances. In the whole test range of camera-to-
object distances, the obtained photogrammetric JRC values
showed large discrepancy between the estimated values and the
manually measured values; however, a better performance could
have been obtained by using the data from only within the al-
lowable distance for each lens. Root-mean-square-error (RMSE) is
used to measure the discrepancies between predicted values and
measured values. Secondly, quadratic error equations describing
the relationships between the RMSE of JRC and the normalized JRC
values for different camera-to-distances are presented in this
study. The quadratic functions are formed with different curva-
tures according to their focal lengths.
Fig. 2. An example of image capture setup for 3D model.
2. Principles of photogrammetry

The principle of photogrammetry is explained by the calcula-
tion of 3D coordinates based on the coordinates of images, em-
ployed camera parameters and ground control points.28 This is
explained as the concept of stereoscopic parallax, which is the
position change of an object with respect to the changed camera
locations as shown in Fig. 1. In the 3D coordinate system, the x
coordinates of the point P on both images are different as PL and
PR. Thus, the 3D position of the point P can be identified using
relationships between the relative positions obtained from the
images and the camera perspective center.

Photogrammetry creates 3D images using two or more images.
Stereoscopic images are produced by taking two images from two
different positions. 3D models are achieved from the overlapped
area of both images. As demonstrated in Fig. 2, a slope surface can
be photographed and the 3D image of the overlapped area is
generated by photogrammetry programs. To obtain better models
in a photogrammetry survey, the most effective photo layout for
the area should be determined after the size and area of interest is
established. In the matching process of photogrammetry, it is
generally recommended that the overlapped portion of the images
should be more than 25% of the image area when taking
photographs29 and moreover, the best stereo image pairs have an
overlap range of 50–60%.
3. Systematic and measurement errors on photogrammetric
JRC data

3.1. Influencing factors

In order to obtain reliable JRC data from photogrammetry,
photogrammetry surveys often require the use of high-end cam-
eras and longer focal length lenses to keep high spatial resolution.
However, it has been recognized that there are other various in-
fluencing factors associated with the accuracy of 3D models. Re-
cently, Dai et al.30 reported that the measurement errors related to
photogrammetry can be categorized by the following two aspects:
one is due to bad planning of camera network geometry and the
other is attributed to camera systems.

Image-based errors are introduced by inaccuracy in camera
systems. Lens distortion is one of the most significant factors that
can lead to systematic errors and needs to be taken into account
for any photogrammetric application.31 In case of the radial dis-
tortion of a single optical lens, the distortion effect is magnified



Fig. 3. Concept of measurement precision according to lens focal length.
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along the radial direction of the lens; thereby the sizes of the er-
rors are dependent on the distance from the center of the
images.30 Currently, three representative commercial-grade digital
photogrammetry packages (Sirovision (CAE), 3DM Analyst (ADAM
Technology) and ShapeMetrix3D (3G Software and Measurement))
require periodic calibration of the employed lens and camera
combination or support for the calibration in the camera and lens
data.32

The depth accuracy of 3D images depends on the base-to-dis-
tance ratio. If the ratio is large, the depth accuracy of the 3D model
can be increased. However, in a general photogrammetry setup for
rock slope surveys, the large base distances of the stereo photo-
graphs result in two different views. This may lead to difficulty in
recognizing common points in the matching process of
photogrammetry.33 Practically, photogrammetry programs re-
commend a desirable range of base-to-distance ratio ranging from
1:10 to 1:229,33 for rock slope surveys. The angle of incidence is the
angle between the optical axis of the lens on a surface and the line
perpendicular to the surface. It should be noted that this angle
should be reduced to obtain accurate 3D models.30 Orthogonal
photographs are thus desirable for minimizing the image base
errors.

In this experimental study, the employed lenses are fully
compatible with the photogrammetry software, Sirovision. The
calibrations of the employed lenses and camera body combina-
tions are firstly performed by using the calibration data files
supported by the manufacturer. The positions of the object in the
images are also arranged to focus on the middle of the images to
minimize the influence of radial distortion of the lenses. Secondly,
with respect to the photogrammetry setup, the base-to-distance
ratio is kept constant in the desirable range of Sirovision. Thus, the
variations of depth accuracy according to the base-to-distance
ratio are not addressed in this study. Thirdly, photographs are ta-
ken in the orthogonal direction for the sample surface; in so doing,
the influence of the angle of incidence on the image base errors is
reduced.

3.2. Estimation of measurement errors

In close range photogrammetry, an increase of camera-to-ob-
ject distances to objects normally results in the reduction of data
accuracy. In this case, the accuracy and precision of 3D photo-
grammetric coordinates can be analyzed by statistical approaches.
In photogrammetric modeling, the procedure from data acquisi-
tion to analysis can be regarded as a process to create JRC values.
Therefore, it is assumed that the obtained values contain random
errors which can be caused by the main change (e.g. camera len-
ses) under identical photogrammetric survey conditions. In rela-
tion to JRC estimation, two parameters, which are the maximum
asperity heights (Ha) and the estimated JRC values obtained from
the extracted profiles of photogrammetric models, are employed
to analyze the data accuracy.

The root-mean-square-error (RMSE) is defined to be the square
root of the average of the squared discrepancies. The RMSE values
of coordinates are employed to check the accuracy of the surveyed
data in photogrammetric 3D models.34 In this study, the RMSEs in
the maximum asperity heights and estimated JRC values are used
for describing the accuracy of photogrammetric roughness profiles
as estimated by
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3.3. A measurement error model factored by lens focal length and
camera-to-object distances

In the relationships between image scales and focal lengths of
lenses, it is known that higher measurement precision can be
achieved by longer focal lengths with a reduction in the range of
measurement errors.27,35 Thus, it can be demonstrated that the
measurement data histograms obtained by longer focal length
lenses have narrower distribution widths than those obtained by
lesser focal length lenses. The widths of the distributions, which
represent the precision of data, can be expressed by the values of
standard deviation as shown in Fig. 3.

To obtain JRC values from rock slopes, an increase of focal
lengths can be required as part of the photogrammetry setup to
improve measurement precision of the 3D coordinates. However,
an increase in focal length may not be exactly proportional to the
measurement accuracy and precision. This is due to the fact that
different accompanying factors can also affect the accuracy of the
results, as introduced in Section 3.1.30

In this study, an error model is introduced to characterize the
influence of the image scale modification related to lens focal
length and camera-to-object distances on the accuracy of JRC es-
timates. It will be mentioned in the following sections of this ar-
ticle that the distributions of the RMSE of the roughness data fit
parabolic curves. The RMSE data (RMSEJRC and RMSEHa) for given
camera-to-object distances formed quadratic functions using the
normalized JRC values. The following basic quadratic function is
proposed:

d aN bN cRMSE 4JRC JRC JRC
2⋅ = + + ( )

where d represents the camera-to-object distance; a is a coef-
ficient to determine the direction and the size of the parabola
which represents the precision of the data; and b and c are the
coefficients to determine the locations of the vertex of the



Table 1
Experiment device details for photogrammetric experiment.

Device Values

Camera model Nikon D7000
Sensor size 23.6 mm�15.6 mm

Resolution 4928�3264 Pixels
Pixel size of sensor 4.78 μm

Lenses/view angles (deg) AF Nikkor 24–85 mm f/3.5–4.5G [24(fixed)]/61.0
AF Nikkor 50 mm f/1.8D/31.3
AF Nikkor 85 mm f/1.8D/18.5
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parabola. In this quadratic model, the coefficients are easily in-
terpretable. The proposed quadratic functions all have the same
basic “U” shape. It is interesting that the widths of the upward
parabolas vary with the employed focal length of lenses. Larger
focal lengths create steeper curves with narrower widths than
short focal lengths. The widths of the parabolas are expressed by
the values of the coefficient ‘a’ of the equations. Because the x-
coordinate of the vertex of the parabola is located near the point
N 1JRC= , the coefficient b can be approximately correlated with the
coefficient a as follows:

b a2 5≅− ( )

The coefficient, c, is the average value of RMSEJRC �D when the
estimated JRC value is ‘0’.
4. JRC estimations

4.1. Maximum asperity height

For the first order asperities: large scale roughness, lengths of
profiles and maximum amplitude values of digitized asperity data
can be used to determine JRC values. The empirical JRC chart,1 as
shown in Fig. 4, supporting the straightedge method may not be so
strict for the accuracy of the digitized profiles compared to the
mathematical methods that are described in the following section.
In accordance with this advantage, JRC values have been estimated
by using the straightedge method based on 3D surface data. As a
similar study, it was reported that a 3D scanning image was used
for estimating JRC values by the straightedge method within a
close range (3 m away from a rock surface). The study showed that
there are minor differences in JRC values between manual mea-
surement and laser scanning.11 Recently, using 3D images, the
maximum asperity values of the roughness profiles have been also
Fig. 4. Joint waviness and smoothness.36
employed to quantifying JRC values based on Palmstrӧm’s RMi
system.36–38

4.2. Digitized profile coordinates

The mathematical expressions of joint roughness have been
investigated using various parameters. In two dimensional profile
analyses, roughness parameters, which characterize surface topo-
graphy based on amplitudes and horizontal characteristics of the
surface deviations, have been used to establish correlations be-
tween the parameters and JRC values.39–44 For the second order
asperities: small-scale roughness parameters are calculated using
the photogrammetry profiles to verify the roughness based on
photogrammetry.

As a representative roughness parameter, Z2, which shows
strong correlations with JRC values, has been employed to esti-
mate JRC values based on digitized roughness data. Tse and
Cruden39 established a regression equation using Z2 to estimate
the JRC of rock joint roughness profiles:
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where M is the number of intervals, Dx is a constant distance
lag and the sum of the squares in adjacent y-coordinates is divided
by the product of the number of intervals. This parameter is
however, varied with the step sizes (Dx) of asperities as shown in
Eq. (6). Thus, the following different ranges of equations can be
also used to take account of influence of measurement scales43:

ZJRC 60.32 4.51 for sample interval 0.25 mm 82= − ( = ) ( )

ZJRC 61.79 3.47 for sample interval 0.5 mm 92= − ( = ) ( )

ZJRC 64.22 2.31 for sample interval 1.0 mm 102= − ( = ) ( )

5. Laboratory tests

5.1. Test setup

A single lens reflex digital camera (Nikon D7000), which has a
high resolution CCD sensor (4928�3264 pixels), was employed to
capture images of a rock sample. In order to obtain images with
different resolutions, photographs of the rock sample were taken
in the distance range of 1.0–7.0 m, spaced 0.5 m apart, using three
different focal length lenses: FL¼24 mm, 50 mm and 85 mm as
shown in Table 1. Therefore, these photogrammetric tests were
performed for thirty six different conditions. A sliding device,
which is composed of two steel pipes (D¼19 mm) and a moving
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b

Fig. 5. Laboratory test setting, overview and rock sample (a) and view angles with focal lengths of lenses (b).

a b

Fig. 6. Target area, measurement sections (a) and manually measured profiles at 1 mm intervals (b).

Table 2
JRC and Ha values of profiles.

No. profiles 1–1′ 2–2′ 3–3′ 4–4′ 5–5′ 6–6′ 7–7′ 8–8′

JRCo 10.2 11.0 9.9 11.5 13.5 10.7 10.7 10.9
Ho (mm) 11.6 11.5 9.3 9.7 11.1 9.1 10.3 11.6
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plate with PVC pipe brackets to guide the pipes, is used to control
the camera positions for the test conditions (Fig. 5). This device
effectively increases the accuracy of distance measurement be-
tween the camera locations and the object for the various test
conditions. As the height of the camera position is located on the
same horizontal plane as the sample, image noise due to any oc-
clusions of asperities can be minimized.

As the accuracy of the photogrammetry 3D models can be depen-
dent on the lighting condition at the photograph moment,18 all stereo
photographs keep the same indoor lighting conditions in the laboratory.
The computer code “Sirovision” version 5 (CAE) is used to create 3D
images and extract roughness profiles. Generally, a decrease of the base-
to-distance ratio can reduce the 3D image precision.35 In this study, the
base-to-distance ratio is fixed at the ratio of 1:7 on the basis of the
desirable range of the Sirovision.29 Geo-referencing is the process of
locating and scaling digital images in a required coordinate system. In
this study, the 3D images are referenced using the values of base dis-
tances of camera positions, and checked by comparing the distances of
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Fig. 7. Relationship between point cloud intervals and camera-to-object distances
with focal length of lenses (a) and GPS (b).
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the targets on the 3D models and the true distances to the sample. The
accuracy of geo-referencing was within an error tolerance of 0.5%.

The sample is a weathered sandstone block which is embedded in
cement plaster to keep it standing during the experiment as shown in
Fig. 5. The length and width of the targeted area on the rock surface are
200mm and 80mm, respectively. The sample is positioned in front of a
black panel onwhich black andwhite targets with a length of 1.5 cm are
attached. For eight sections on the sample, roughness profiles are
measured by a profile gauge (L¼250mm) at 1mm intervals and the
coordinates of themeasured profiles are digitized using AutoCAD (Fig. 6).
Table 2 shows the JRC values obtained from (Eqs. (6) to 10) and the
measured maximum asperity height of each profile.

5.2. Measurement scales

The pixel size of an image is directly related to the intervals of
point clouds, which indicate the measurement scales of photo-
grammetry profiles. As shown in Fig. 7(a), the point cloud intervals
are simply increased with the camera-to-object distances and
decreased with the values of focal length of lenses. Thus, the re-
quired maximum photographing distances can be obtained
through simple relationships. For example, an FL¼85 mm lens
produces 1 mm interval 3D data clouds at a 5.5 m camera-to-ob-
ject distance. These linear relationships can be combined using the
ground sample distance (GSD) values which indicate the resolu-
tions of the original images (Fig. 7(b)). The values are simply ex-
pressed by a function of the focal length, f, camera resolution
(4.78 μm for Nikon D7000) and the camera-to-object distance, d,
defined as45

d
f

GDS camera resolution
11

= ×
( )

Thus, it can be said that in this laboratory condition, the images
used to create 3D images have resolution that is 2.6 times denser
than required.
6. Estimation of surface roughness

6.1. Maximum asperity heights

The spatial data of the 3D surface images were created using the
photogrammetry code, Sirovision. The spatial data were then imported
into AutoCAD which was capable of exporting two dimensional co-
ordinates along the eight measurement directions from the 3Dmeshes.
A total of 215 joint roughness profiles were extracted. The extracted
profiles from the 3D images were visually compared with the shapes of
roughness sections measured by a profile gauge (L¼200mm, 1mm
interval). Maximum asperity heights, Ha, were estimated using the
highest and lowest values of asperity heights. Comparison of these
values obtained from the photogrammetric models to the true values
obtained from the measured profiles can measure the accuracy of the
3D surface models for the large scale roughness.

Fig. 8 compares the obtained profiles according to the sampling
intervals and the focal length of the lenses for two representative
sections. The vertical scale was exaggerated up to three times for
clarity. Fig. 8(a) shows simulated profiles which were generated
using 400 data points (0.5 mm intervals) and (b) demonstrates
profiles with 1.0 mm intervals. It is noticeable from the results that
the undulation geometries of the extracted profiles from the 3D
images are similar to the true roughness profiles. However, to
some extent, there are discrepancies in the second order aspe-
rities. Furthermore, the disparities tend to become more frequent
in lower scale images, thus indicating the accuracy as well as
precision in the 3D models is reduced.

It is interesting that the distance to the object is a critical factor
to obtain accurate 3D surface models, even the 3D surface models
using the same data intervals. Fig. 9 shows the variations of the
maximum asperity heights, Ha, according to the ranges of the
lenses. Even though the resolutions of the 3D images are kept
constant, the Ha values are reduced with the increase of focal
lengths. In other words, the accuracy of the photogrammetric 3D
models is strongly affected by the camera-to-object distance.

6.2. JRC estimation and allowable distances for photogrammetric
JRCs

Using the profile coordinates obtained from the 3D models, JRC
values were estimated using Eqs. (6)–(10) (see Table 2). The
manually measured profiles were digitized with a step size of
1.0 mm with the same intervals as the profile gauge and the JRC
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Fig. 8. Comparison of roughness profiles obtained from 3D images, 0.5 mm data intervals (a) and 1.0 mm data intervals (b).
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values were calculated using the coordinates as well. The nor-
malized values, NJRC were then obtained using Eq. (3). All the JRC
values obtained from the eight sections were statistically analyzed
as shown in Fig. 8.

Exponential curves are adopted as the best fit for the decrease
with increasing distances to objects. The data distributions are
scattered for the various factors mentioned in the introduction.
Based on the coefficient of determination, R2 of Fig. 10, it can be
said that the data ranges from 32% to 48% of the NJRC values fit the
linear relationships with the camera-to-object distances. However,
the JRC values obtained from the 3D models obviously indicate
downward trends as the camera moves farther from the rock
sample, corresponding to the decrease of image resolution as
presented in Fig. 10. Using the regression curves, intersections
between the regression curves and the lines of NJRC¼1, indicate
the allowable distances, da, which represents the threshold be-
tween over and under estimation of JRCs for each lens. For the
wide angle lens (FL¼24 mm), the calculated JRC values radically
decrease with increasing camera distance. In other words, under-
estimation is obvious in the entire measurement range where the
distance is over 1.0 m. In the case of 50 mm and 85 mm lenses, the
allowable distances can be assumed as 2.0 m and 4.0 m, respec-
tively. Table 3 shows the allowable distances obtained from the
experiments. These distances are less than the distances that
create 1 mm point cloud intervals for each lens (see Fig. 7(a)).
7. Statistical analysis

7.1. Measurement errors

The RMSE values determine the accuracy of the maximum as-
perity heights of simulated profiles which may indicate the accu-
racy of the coordinate systems of the 3D models (Table 4). It is
difficult to find any interesting trends from the RMSE of the
maximum asperity heights according to the differences of focal
lengths. The values are similar for the three employed lenses.
However, for the RMSEJRC values, the macro-lens (FL¼24 mm)
produced larger values than other lenses. It can be explained by
the results that RMSEJRC values are more sensitive to the point
intervals than RMSEHa values within the test distances. It can be
also noticed that the RMSEJRC, which were estimated from the data
using the three focal length lenses at the allowable distances, were
considerably reduced to 1.73.

The normalized JRC values are plotted in the histograms and
probability density plots of Fig. 11. With the assumption that the
data fit the Gaussian distribution, the probability of NJRC can be
estimated. Fig. 11(a) shows that there is a 60% chance for obtaining
the accuracy of JRC values within 720% of standard deviations for
all data set with the mean value (μ¼0.87) of NJRC. In contrast with
the complete data sets, the probability density function (PDF)
formed by the data at the allowable distances, shows higher
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Fig. 9. Variation of the maximum asperity heights, Ha with focal lengths, pixel
size¼0.5 mm (a) and pixel size¼1.0 mm (b).

a

b

c

Fig. 10. Relationship between normalized JRC values and camera-to-object dis-
tances with different focal length lenses, FL¼24 mm (a), FL¼50 mm (b), and
FL¼85 mm (c).
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probability (PDF¼0.85) of NJRC and reasonable mean values
(μ¼0.97) than does the entire data sets.

7.2. Proposed quadratic function of RMSEJRC

The relationship between RMSEJRC �D and NJRC, which is ana-
lyzed for each focal length, presented good agreement
(R2¼0.88–0.90) to a quadratic equation as shown in Fig. 12. The
quadratic regressions are centered by NJRC¼1 at their vertices. As
mentioned in Section 3.3, the steepness of the sides of the para-
bolas and their concavity are controlled by the value of a, the
coefficient on the x2 term in its equation. This value increases as
longer focal length lenses are employed and the widths of the
parabolas are reduced, as presented in Table 5. It was also ob-
served from the data distributions that the RMSEJRC values in-
creased with increasing camera-to-object distances and the rates
of increases were dependent on the focal lengths of the employed
lenses.

Fig. 13 demonstrates exponential regression curves obtained
from mean values of RMSEJRC �D at a varying measurement dis-
tances for each focal length lens. The relationships indicate that
RMSEJRC values are proportional to the camera-to-object distances.



Table 3
Comparison of the allowable distances (da) for JRC estimation.

Focal lengths (FL,
mm)

Camera distances to object at
GPS¼1.0 mm (m)

Experiment data

da (m) Scale (da/FL)

24 1.8 1.0 41.7
50 3.5 2.0 40.0
85 5.5 4.0 47.1

Table 4
Error estimation for maximum asperity heights and JRC.

Focal lengths (mm) Data number RMSEHa (mm) RMSEJRC

24 79 2.57 3.68
50 68 2.62 2.23
85 68 2.59 2.24
24, 50, 85 24 (Allowable distances) 2.32 1.73

a

b

Fig. 11. Histograms and probability density functions of normalized JRC values in
the entire ranges (a) and at the allowable distances (b).

a

b

c

Fig. 12. RMSE distributions according to distances based on normalized JRC,
FL¼24 mm (a), FL¼50 mm (b), and FL¼85 mm (c).

Table 5
Coefficients of RMSEJRC quadratic equations according to focal length of lenses.

Focal length of lenses (mm) a b c

24 655 �1320 651
50 877 �1774 888
85 1041 �2063 1014
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However, it was also found that there was less agreement in the
data for 85 mm focal length lenses (R2¼0.43) relative to that for
24 and 50 mm focal length lenses.

Using the mean values of RMSEJRC �D for close distance ranges
obtained from Fig. 13, the ranges of normalized JRC values can be



a

b

c

Fig. 13. Regression curves using mean values of RMSEJRC data obtained from each
camera-to-object distance based on FL¼24 mm (a), FL¼50 mm (b), and
FL¼85 mm (c).

a

b

Fig. 14. RMSE parabola models based on focal lengths.
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approximately predicted by means of the correlations between the
parabola equations and the exponential regression curves as
shown in Fig. 14. The camera-to-object distance ranges, which are
used for the approximations, are also within the simulated dis-
tance range of up to 7.0 m. In terms of the feasibility of this
method, the interpolation should be limited to the verified data
ranges. When NJRC values are over 1.3, these data ranges, which are
drawn with dot lines in Fig. 14, are not verified. In addition, the
upward trend of the parabolas, which turns up in the NJRC ranges
between 1 and 1.3, is due to the overestimated JRC values at closer
distances for each focal length lens (see Fig. 8). Thus, the inter-
pretation of the parabola equations in this study are applicable to
the underestimated ranges less than NJRC¼1.0. In addition, it is
worth mentioning that the parabola models were developed un-
der ideal laboratory conditions. For practical purposes, the models
can be improved by further studies using site photogrammetry
data.

The histograms of NJRC values obtained from the original data for
each focal length lens provide reasonably distributed values with
normal distribution shapes centered by NJRC¼1.0, as shown in Fig. 15.
From the probability data functions, it is assumed that the precision of
data can be indicated by the values within the standard deviation (s)
of the distributed data. Based on the influence of the camera-to-object
distance, the mean values of NJRC distributions for each focal length of
lens were underestimated ranging from 0.78 to 0.93. The data are
spread out from the mean values with the standard deviations from
0.15 to 0.23 as shown in Table 6.

Data reconciliation, using the quadratic equations (see Fig. 12),
was able to improve the accuracy and precision of JRC data dis-
tributions by adjusting the initially biased JRC data. The redis-
tribution of JRC values was performed by adding or subtracting the
errors, which were estimated from the parabola equations, to the
original JRC data. Fig. 15 compares JRC distributions between the
original data and the reconciled data. The results indicate that the
data reconciliation using the parabola error models for each focal



a

b

c

Fig. 15. Comparison of histograms and PDF between initial NJRC data and updated
NJRC data, FL¼24 mm (a), FL¼50 mm (b), and FL¼85 mm (c).

Table 6
Comparisons of standard deviation and mean values of the normalized JRCs before
and after the data reconciliation.

Focal lengths (mm) Before reconciliation After reconciliation

Standard deviation Mean Standard deviation Mean

24 0.23 0.78 0.13 0.89
50 0.17 0.93 0.09 0.97
85 0.15 0.89 0.08 0.94
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length lens effectively shifts the mean values to the true values
and improves data precision.

The differences between the mean and standard deviation
before and after the data reconciliation verify the effect of the
parabola error functions. Applying the parabola equations, the
standard deviations were reduced to half the original values and
the mean values are much closer to ‘1’ as shown in Table 6. The
equations are determined for the employed lenses to ensure that
the predicted error distributions, which are factored by camera-to-
object distances, improve JRC estimation using photogrammetry
methods.
8. Conclusions

Close range photogrammetry was employed to investigate the
influence of the focal length of employed lenses and the camera-
to-object distances for JRC estimation through a set of photo-
grammetric laboratory tests. Three different focal length lenses
(FL¼24, 50, 85 mm) were used to extract roughness profiles, as
well as JRC values, for up to 7 m of photograph distances. The
results recommend allowable photogrammetric distances for the
employed focal lengths to produce data with manual measure-
ment precision (at 1 mm intervals). At the allowable distances, the
accuracy and precision of JRC data distributions were increased
compared to that obtained from the range of distances used in the
experiments.

This study developed a quadratic equation which is governed
by normalized JRC values and RMSEJRC with camera-to-object
distance. The coefficient, a, which is the size of the parabola
models, was directly dependent upon the focal lengths of the
employed lenses. As a result, the obtained original data from each
focal length lens was improved by using each parabola curve. The
quadratic equations effectively shifted the biased mean values to
the true values and reduced the standard deviations of the data
distributions. This study also suggests that the parabola models
can be verified and improved by using site photogrammetry data.
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