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ABSTRACTS 

In civil and mining engineering areas, close range photogrammetry (CRP) has been used 

in recent years to investigate various aspects of rock faces such as geological structures, 

weathering, and crack propagations. The 3D models of CRP are efficiently used for the 

mapping and characterization of rock slopes on the cost-effective and less labor-intensive 

advantages of digital photogrammetry. The recent development of high-end equipment 

for remote sensing surveys in the field of digital cameras and photographing technology 

has also encouraged the spread of CRP to obtain accurate geomorphological data from 

the photogrammetric 3D images.   

The roughness of rock joint planes is a crucial factor to investigate the shear strength and 

the groundwater infiltration characteristics along the joint planes. In geological and 

geotechnical purposes, the degree of roughness is identified by roughness parameters and 

the values are obtained from observations using large and small scale profiles in 

laboratory and field conditions. As a representative parameter, the rock joint roughness 

coefficient (JRC) has been widely employed combined with its strength characteristics. In 

order to measure the surface roughness, manual measurements using a profile gauge have 

been traditionally taken in both laboratory and field investigations. This mapping process 

is quite labourious and involves risks during field work. For this reason, close range 

photogrammetry has advantages over the traditional mapping methods in reducing 

surveying time and minimizing possible risks involved in field work.  

Despite the advantages of photogrammetry, its application to date represents less than 

half of this technology’s potential. The applicability of photogrammetry for estimating 

the roughness parameters has not been sufficiently researched. Current photogrammetric 

techniques have a potential to provide roughness profiles which have the same or much 

smaller measurement intervals compared to manual measurement. In practice, the 

accuracy and precision of the photogrammetric roughness data could depend on several 

adjustable factors such as the resolutions of the images, the camera distance to the objects 

and the camera oblique angles facing to the object in photogrammetry setups. 

This research focuses on studying the accuracy of photogrammetry for the estimation of 

the two dimensional roughness parameter, JRC values based on laboratory and site 
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photogrammetric experiments. In this study, roughness profiles are collected from 

various natural rock surfaces. The ranges of the JRCs obtained from each 

photogrammetry survey are used for back analyses by using various numerical analysis 

tools for the specific rock engineering issue of each site. This case study intends to show 

that the level of reliability of the results can be interpreted by the level of accuracy of the 

photogrammetric JRC data employed.   

Another key performance of this research is the development of a CRP error model for 

JRC estimation based on the specific data distributions obtained from the laboratory 

photogrammetry tests varying the focal length of lenses. The developed model can be a 

guideline to verify the photogrammetric JRC values based on the accuracy of the 

employed focal length of lenses in an ideal photographic setup. This model also suggests 

the assessment of the allowable distances for the camera setups associated with the 

employed focal lengths. Finally, the suggested error model is used to verify the roughness 

data obtained from the field surveys which have various conditions of camera-to-object 

distances and focal length of lenses. Based on the data analysis using the field data, the 

ranges of preferred camera oblique angles are also proposed in this study.  

This research contributes to the field of site investigation in both rock mechanics and 

photogrammetry areas. The level of accuracy of JRC values obtained from CRP can be 

interpreted by the photogrammetry setup using the developed error models. This 

methodology encourages the use of photogrammetry in rock engineering based on 

experimental approaches.  
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1 INTRODUCTION  

1.1 Research background 

In the investigation of rock joint roughness, the measurement of the degree of asperities is 

usually associated with the shear strength of the rock joints. Since Barton and Choubey 

(1977) and ISRM (1978) introduced the rock joint roughness coefficient (JRC), the shapes 

of the typical roughness profiles have been regarded as a model in many ways. These 

typical profiles, with their coefficients, have been popularly applied to investigate various 

engineering issues, especially in which the behaviour along joints is dominant in the rock 

mass. Therefore, as an important parameter in rock engineering, JRC values are quantified 

by engineers both in site and laboratory conditions.       

JRC values can be roughly estimated based on the differences between the visual 

observations of the measured roughness profiles and the typical profiles. However, rock 

engineers are often confronted with the problem that the determination of JRCs by 

observation is quite subjective. This has led to investigation of appropriate mathematical 

methods to quantify JRC values to overcome the subjectivity.  In order to quantify JRC 

values from irregular roughness profiles, the roughness parameters which are correlated 

with JRC have been introduced. The parameters are mathematically obtained by means of 

the values which express the shapes of roughness, such as the asperity heights or the angles 

of each tooth of the profiles. For example, Tse and Cruden (1979) proposed to estimate JRC 

values using a roughness parameter Z2, which is a discrete form using the differences of 

asperity heights. Similarly, Maerz et al., (1990) investigated a relationship between JRC 

values and a parameter Rp which is related to the inclination angles of the teeth of a 

sawtooth surface. These mathematical approaches have provided a background for 

employing the coordinates of 3D surfaces surveyed by remote sensing methods.  

Remote sensing techniques such as laser scanning and photogrammetry have been 

employed to obtain 3D rock surface models (Bistacchi et al., 2011; Brideau et al., 2011; 

Ferrero et al., 2011a; Firpo et al., 2011; Sturzenegger & Stead, 2009). Actually, the 3D 

meshes of the surfaces constructed by using the 3D point clouds are able to provide the 

asperity distances and heights of profiles to obtain the roughness parameters in every 
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direction through appropriate geo-referencing procedures. Using high density 3D rock 

surface models, the quantification of JRC has been studied by many researchers (e.g. 

Grasselli et al., 2002; Hong et al., 2006; Haneberg, 2007; Fardin, 2008; Poropat, 2008; Guo 

et al., 2011). In these studies, JRC values have been investigated in 2D and 3D conditions 

due to the capability of digital 3D models.  

Terrestrial laser scanning (TLS) has been selected as a remote survey tools more often than 

terrestrial digital photogrammetry (TDS), because laser scanning can generally provide high 

density 3D images which are preferable for investigating detailed roughness data. However, 

although it is generally recognized that TLS produces higher resolution images than TDP, it 

is difficult to disregard the significant advantages of photogrammetry, which are portability, 

economic feasibility and convenience. The development of photogrammetry, which is 

associated with photography methods as well as camera devices, has led to an increase in 

the applicability of close range photogrammetry for the estimation of JRC values. In 

practice, recent close range photography has not been limited by the location of 

investigations. For example, quality images can be taken by using remote controlled 

unmanned aerial vehicles (UAV) (Niethammer et al., 2012; Ryan et al., 2015).  

The feasibility of JRC estimation from digital photogrammetric data was reported by Lee 

and Ahn (2004), Haneberg (2007) and Poropat (2008). The results showed that higher 

resolution images are required to obtain reliable JRC values from photogrammetry and the 

resolution of images. The extent of the accuracy of JRC values, and the image resolution 

can be controlled by the hardware of photogrammetry such as the sensor size of the camera, 

and the focal length of the lens. Also, this can be controlled photography factors such as the 

camera-to-object distance, the base-to-distance ratio and the camera oblique angles. 

According to the required accuracy of the images in the investigations, the extent of using 

photogrammetry and photography can be managed. However, relevant studies on these 

factors have not been sufficiently reported to date. 

It is recognized that close range photogrammetry can create surface roughness profiles with 

at least the same accuracy as the traditional measurements based on well planned 

photogrammetry surveys. From a practical point of view, the use of CRP for JRC estimation 

requires further investigations to optimize the methodology of CRP for obtaining surface 

roughness data with better accuracy. The limitations for the accuracy of the 

photogrammetry should be also sufficiently investigated with regard to a guideline of CRP. 
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This study investigates the accuracy of CRP for the photogrammetric JRC values based on 

various experimental works.  

1.2 Research objectives 

This study aims to investigate the level of accuracy of photogrammetric JRC values 

focussing on the practical use of CRP in various survey conditions. This study aims to 

develop a photogrammetric JRC error model which can be served as guidelines for the JRC 

data estimated from photogrammetric 3D models. This research focuses on the influence of 

the factors mentioned above on the accuracy of photogrammetric roughness data. The 

developed error model is then verified by means of the collected roughness data and the 

results of numerical analyses on the field issues.  

The principal objectives of this research are: 

(1) To critically review previous studies related to:  

▪ identification of discontinuities exposed on rock masses. 

▪ joint roughness coefficient (JRC) and the estimation methods. 

▪ roughness parameters related to JRC estimation. 

▪ application of remote sensing methods for JRC estimation. 

▪ measurement of directional roughness profiles.  

▪ extraction of roughness profiles using photogrammetric 3D models. 

▪ limitation and error factors of photogrammetry. 

 (2) To validate the photogrammetric JRC values collected from various field conditions 

using: 

▪ field photogrammetry surveys performed on various rock slopes.  

▪ analytical and numerical analyses the obtained roughness data for the specific site 

issues. The results of this indicate the influence of the estimated JRC ranges on the 

safety of the rock slope in various rock engineering issues.   
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▪ case studies which show the use of the photogrammetric data for practical 

applications in rock mechanics. 

(3) To develop a methodology framework which will include: 

▪ a set of photogrammetry laboratory tests is performed in this stage.  

▪ statistical analyses using the results of the laboratory tests. This stage of the study 

suggests quadratic error functions associated with the employed focal lengths.  

▪ guidelines to use the focal lengths to obtain more accurate results.  

▪ the developed parabolic error curves which can be used as a guideline for 

photogrammetric JRC surveys. 

(4) To validate the newly-developed error model by: 

▪ collecting and analysing field photogrammetric data on surface roughness.  

▪ comparing the data from field investigations and lab tests. Data deviations are then 

analysed based on the data analysis, and a guideline of CRP for the estimation of 

JRC values is established. 

1.3 Layout of thesis 

The first two chapters of this thesis give a general introduction including the background of 

this study and literature review.  

Chapter 3 describes the state of the art in the methodology of photogrammetry from 

creating 3D models to extracting surface roughness profiles. The factors, which affect the 

accuracy of 3D models such as the variation of image resolutions and the measurement 

errors, are presented in terms of the fundamentals of photogrammetry and the photographic 

setup. This chapter also presents the methodology of profile extraction from 3D coordinates 

including the reviews of previous approaches. This methodology demonstrates a detailed 

way to obtain profile coordinates for the measurement of the designated directions. 

Chapter 4 introduces field photogrammetry investigations performed in this study. The 

photogrammetry surveys are performed on the Gold Coast and in Brisbane area, Australia. 

The 3D models and roughness data obtained from the photogrammetry surveys are used for 
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the various rock slope issues which are discussed later in Chapter 7. This chapter also 

describes the equipment employed in this photogrammetry survey and for the measurement 

of roughness of rock surfaces. A part of this chapter is included in the proceedings of an 

ACG conference (Australian Centre for Geomechanics) as a peer-refereed conference paper.  

Chapter 5 describes the procedure and test data from a series of photogrammetry laboratory 

tests. These tests were designed to investigate the influence of image resolutions to produce 

roughness parameters and estimate JRC values. The laboratory tests performed at a close 

range (< 7m) are intended to identify the effect of resolution on JRC values in the same or 

smaller scale of roughness profiles with manual measurements. This chapter suggests a 

parabolic error model which depends on the focal length of lenses. This model can be used 

for reassessing the obtained JRC data from photogrammetric 3D models. The data 

reconciliation using the error model is for the improvement of the original data distributions 

in their accuracy and precision. A part of this chapter has been published in “International 

Journal of Rock Mechanics and Mining Science”. 

In Chapter 6, the roughness profiles and JRC values from the previous field surveys are 

statistically analysed and the newly-developed error models are verified. Through the 

analysis, three important factors are considered: camera-to-object distance, focal length and 

the angles of incidence between the line of sight of camera and the profiles of interest. This 

chapter also discusses the accuracy of the collected data and also demonstrates how the 

accuracy of close range photogrammetry can be improved based on the newly-developed 

guidelines. A part of this chapter has been published in “Rock Mechanics and Rock 

Engineering” journal. 

Chapter 7 deals with the slope stability issues at five different sites and the each rock slope 

is reviewed using the obtained photogrammetric roughness data at various points. The 

photogrammetric setups are planned to fit the purpose, and to be suitable for each site 

condition. This chapter describes detailed field investigations on the characterization of 

joint roughness profiles and their roughness coefficients through several case studies. The 

first four cases discuss the feasibility of photogrammetric 3D models in various rock 

engineering aspects. The last case study discusses the accuracy of roughness profiles 

focussing on the influences of planning errors on photogrammetric roughness data. The five 

case studies in this chapter have been published in international journals: Landslides, 
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Geotechnical and Geological Engineering, Natural Hazards and are included in the 

proceedings of a 19SEAGC & 2AGSSEA conference as a peer-refereed conference paper. 

Chapter 8 discusses the feasibility of photogrammetry for JRC estimation and recommends 

guidelines for CRP to create reliable roughness profiles and estimate JRC values. The work 

discusses the methods and strategies to obtain reliable JRC values through photogrammetry 

surveys in the field. Finally, Conclusions together with recommendations for future research 

are included in this chapter. 

Appendix 1, in table format, summarizes the photogrammetry survey data used for geo-

referencing. The roughness profiles extracted from 3D models and from manual 

measurements are demonstrated in detail in Appendix 2. The profile incidence angles with 

line of sight are presented using stereo graphs in Appendix 3. Lastly, the results of strength 

tests performed in laboratory and fields are summarized in table format in Appendix 4.  
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2 LITERATURE REVIEW 

2.1 Introduction 

This literature review is related to following four conceptual areas. The first part of the 

review (Section 2.2) discusses the discontinuities of rock structures which can be visually 

identified from exposed rock cuts. The geological structures of rocks are studied for the use 

of visual information observed from excavated or natural rock cuts. The second part 

(Section 2.3 ~ 2.5) deals with the research on joint roughness coefficient (JRC) which can 

be used to quantify the rock surface asperity using a mathematical approach. With respect to 

the methodology to quantify rock surface asperity, JRC estimation is reviewed in terms of 

both mathematical and empirical ways. In the third part (Section 2.6 & 2.7), 

photogrammetry methods are discussed focussing on the application for the estimation of 

rock joint roughness in laboratory and field conditions. The fourth part (Section 2.8) is 

concerned with relevant error factors in close range photogrammetry, which are discussed 

to clarify the causes of field data deviations.  

2.2 Discontinuities on rock masses 

2.2.1 Identification of discontinuities 

The knowledge of the dimensions and frequencies of the discontinuity sets which are 

obtained from exposed rock slopes is important to understand the rock masses. 

Discontinuity is a general term for any mechanical break of rock mass, which includes 

joints, fractures, fissures, weak bedding and faults (Priest & Hudson, 1981). In any types of 

discontinuities, the geometric characteristics of the discontinuities such as orientations, 

spacing and persistence can be primary factors to be investigated for understanding the 

behaviour of rock slopes and underground openings.  

The geometric characteristics are generally identified by observing from exposed rock cuts. 

The relative parameters to visual observation and measuring from rock surfaces are 

schematically presented in Figure 2.1 (Hudson & Harrison, 1997) and can be described 

using ISRM (1978) as follows: 
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     - Orientation:  The angular position of a discontinuity in space. In geology, the 

orientation of a discontinuity is described by the dip of the line of steepest 

direction of the discontinuity plane and the dip direction of the plane. 

     - Spacing: The perpendicular distances between adjacent discontinuities 

     - Persistence: The discontinuity trace lengths or the areal extent of a discontinuity 

     - Roughness: The inherent surface unevenness and waviness of a discontinuity relative to 

its mean plane 

     - Aperture: The perpendicular distance separating the adjacent rock walls 

     - Filling: The material in the rock discontinuities  

The quantification of the parameters is associated with various rock engineering issues from 

the initial stage of rock mass classification to the stability of rock mass. It has been known 

that there are practical difficulties to characterize the discontinuities, which are caused by 

the physical limitation of the observation areas based on the confined nature of rock masses 

(Pahl, 1981). The characterization of discontinuity depends on the limited information 

appeared as traces on exposed surfaces which may represent hidden space within rock 

masses. Thus, the discontinuity measurements can be affected by the uncertainty.  

 

Fig. 2.1 Discontinuities in rock mass (Hudson & Harrison, 1997) 

To address this problem, many studies suggested mapping techniques to sample more 

reliable information about the size, spacing and orientation of discontinuity sets. For 
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example, scanline and window mapping techniques have applied to investigate the size and 

spacing of the exposed discontinuities (Priest & Hudson, 1981; Priest, 1993). In order to 

minimize the orientation bias, a correction factor was suggested to account for the 

perpendicular values to the scanline or windows under-represented discontinuity sets 

(Terzaghi, 1965; Priest, 1993). Similarly, several mathematical approaches, which are 

associated with the length of discontinuity traces (Pahl, 1981; Lyman, 2003), the trace 

density (Zhang & Einstein, 2000; Mauldon et al., 2001) have been proposed to estimate and 

trace discontinuities with more reliable methods.  

Compared to the basic geometric properties, the measurement of roughness could not been 

determined by alternative mapping methods. The measurement of roughness properties 

requires direct measurement with high accuracy. In the failure behaviour of a blocky rock 

mass, the roughness properties are significantly influenced by the measurement directions 

in relation to the failure behaviour of the rock mass. It can be thus recognized that biased 

values in surface roughness are directly associated with the safety of rock masses when the 

failure is governed by sliding behaviour. If the surface roughness is measured from an 

exposed rock discontinuity plane, the representative of the plane for a rock mass of interest 

requires a decision in a geological point of view. In many cases, site investigations may be 

needed in the large areas for the deterministic characterization.    

For the all proposed methods, quantifications demand accurate and abundant data from the 

area for investigation. For this reason, manual measurement of the properties may be 

difficult for large sites such as mining and underground excavations. It is mainly because 

that there is lack of appropriate ways to cover the large scale site investigations. Due to the 

practical difficulties, the collection of data has mostly been performed by photographing 

and analysing subsequent processing of the photographs (Haneberg et al., 2006; Vita et al., 

2012) than manual measurements. Thus, the quantified values of discontinuities, which are 

obtained from the image analysis, are strongly dependent on the accuracy and precision of 

the remote investigation techniques.   

2.2.2 Roughness of discontinuity 

The roughness of a discontinuity surface has a crucial effect on its shear strength. Between 

the walls of discontinuities, the gaps can be filled and unfilled (clean) conditions. In 

consideration of the geometric characteristics of discontinuity, the surface roughness of 
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discontinuities can be more important feature when the discontinuity sets are interlocked 

with unfilled joint sets. The importance of the roughness of the discontinuity can be reduced 

with increasing the size of aperture and filling thickness (Zhang, 2005). Thus, the roughness 

of discontinuity has been usually defined for the roughness of joint planes in rock 

engineering. 

Rock joint roughness is scale dependent. If the wavelength of a laboratory scale is less than 

100 mm, the referred roughness is of small scale. Priest (1993) defined roughness as surface 

irregularities with a wavelength less than 100 mm which can be expressed by Barton’s JRC 

values. A large scale wavelength, which is larger around 100 mm, was referred to as 

curvature. Curvature can be quantified by measuring offsets in 100 mm intervals along a 

straight line. Similarly, Palmström (2001) expressed the scales of joint roughness as both 

the large scale undulations (waviness) and the small scale smoothness of the joint surface.  

In rock engineering, following methods have been typically employed to quantify the 

degree of roughness. Large scale roughness is assessed by measuring the degree of 

waviness using a compass fitted with a back plate ranging in diameter from 50 to 200 mm 

as demonstrated in Figure 2.2 (ISRM, 1978). This method can identify the variations of the 

undulation angle (i) of a joint plane in large scale. As a similar method to find the degree of 

undulation, Piteau (1970) described the straight edge method, which measures the 

maximum amplitude of a directional roughness profile using a 0.9 m long straight edge.  

Small scale roughness can be simply classified by touching the surface of joint planes. For 

the small scale (several centimetres) and the intermediate scale (several metres) roughness, 

ISRM (1978) suggested a classification of discontinuity roughness and typical roughness 

profiles as shown in Table 2-1. The method of measurements for joint wall waviness is well 

demonstrated in the literature of Milne et al. (1992).  

The small scale roughness has been widely investigated by comparing with typical 

roughness profiles and their joint roughness coefficient (JRC) values as defined by Barton 

(1976). The suggested JRC values combined with the shear strength criterion have been 

studied by many researchers. In this thesis, the measured roughness in laboratory and site 

conditions is investigated by using the Barton’s typical roughness profiles and the JRC 

values. The overview of the Barton’s JRC is reviewed into more detail in the next section. 
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Fig. 2.2 Schematic description of discontinuity scales and comparison of roughness scales 

according to the types of tests (ISRM, 1978) 

Table 2-1. Classification of discontinuity roughness (ISRM, 1978) 

Class Description 

I 

II 

III 

IV 

V 

VI 

VII 

VIII 

IX 

Rough or irregular, stepped 

Smooth, stepped 

Slickensided, stepped 

Rough or irregular, undulating 

Smooth, undulating 

Slickensided, undulating 

Rough or irregular, planar 

Smooth, planar 

Slickensided, planar 

In an engineering point of view, joint roughness has been involved in rock mass rating in 

various forms. Q-system (NGI, 2013) considers joint conditions to the rock mass 

classification in great detail as shown in Table 2-2. The joint roughness term, Jr which 

ranges from 0.5 to 4.0 directly influences the Q-values as shown in Eq. (2-1). 

𝑄 =
𝑅𝑄𝐷

𝐽𝑛
×

𝐽𝑟

𝐽𝑎
×

𝐽𝑤

𝑆𝑅𝐹
                      (2-1) 

where, RQD is degree of jointing; 𝐽𝑛 is number of joint sets; 𝐽𝑟 is joint roughness number; 

𝐽𝑎 is joint alteration number; 𝐽𝑤 is joint water reduction factor; SRF is joint water reduction 

factor.  
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Palmström (1995, 2001) categorized the roughness of rock joints into both the small scale 

asperities (js, smoothness) and the large scale planarity (jw, waviness) of a joint plane. Based 

on the Q system, it was suggested that the joint roughness factor (jR) can be identified as 

the product of js and jw. This is similar to the Jr of the Q system. js is surface smoothness 

factor which is obtained by touch as an empirical factor and jw is joint waviness factor. The 

descriptions of the parameters are presented in Table 2-3 and 2-4. In the large scale 

planarity, the undulation (u) can be calculated by the ratio of the maximum amplitude (a) to 

the measured length along the joint (L).  

Table 2-2. Joint roughness number (Jr) (NGI, 2013) 

Class Description Jr 

 

 

A 

B 

C 

D 

E 

F 

G 

a) Rock-wall contact, and 

b) Rock-wall contact before 10 cm of shear movement 

Discontinuous joints 

Rough or irregular, undulating 

Smooth, undulating 

Slickensided, undulating 

Rough, irregular, planar 

Smooth, planar 

Slickensided, planar 

 

 

4 

3 

2 

1.5 

1.5 

1 

0.5 

 Note 1) Description refers to small scale features and intermediate scale 

features in that order 

 

H 

c) No rock-wall contact when sheared 

Zone containing clay minerals thick enough to prevent 

rock-wall contact when sheared 

 

1 

 Note 1) Add 1 if the mean spacing of the relevant joint set is greater than 

3 m (dependent on the size of the underground opening) 

Note 2) Jr = 0.5 can be used for planar slickensided joints having 

lineations, provided the lineations are oriented in the estimated sliding 

direction 
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Table 2-3. The ratings of the joint waviness factor (jw) (Palmström, 1995) 

Term for waviness Undulation, u Rating of jw 

Interlocking (large scale) 

Stepped 

Large undulation 

Small-moderate undulation 

Planar 

 

 

u > 3% 

u = 0.3 ~3% 

u < 0.3% 

3 

2.5 

2 

1.5 

1 

 

Table 2-4. The ratings of the smoothness factor (js) (Palmström, 1995) 

Term Description Rating of js 

Very rough  

 

Rough  

 

 

Slightly 

rough  

 

Smooth  

 

Polished  

 

Slickensided 

Near vertical steps and ridges occur with interlocking 

effect  

on the joint surface 

Some ridge and side-angle are evident; asperities are 

clearly  

visible; discontinuity surface feels very abrasive (like  

sandpaper grade approx.<30) 

Asperities on the discontinuity surfaces are distinguishable  

and can be felt (like sandpaper grad approx. 30 ~ 300) 

Surface appear smooth and feels so to the touch (smoother  

than sandpaper grade approx.. 300) 

Visual evidence of polishing exists, or very smooth surface  

as is often seen in coating of chlorite and specially talc 

Polished and often striated surface that results from 

friction along a fault surface or other movement surface 

3 

 

2 

 

 

1.5 

 

1 

 

0.75 

 

0.6 ~ 1.5 

 

2.3 Roughness of discontinuity in rock engineering issues 

2.3.1 Joint roughness coefficients (JRC) 

The joint roughness coefficient (JRC) classification has been largely introduced to evaluate 

rock mass stability problems since the JRCs were developed to investigate the rock joint 

shear behaviours. The ranges of JRC values, which represent the degree of joint surface 

roughness, have been empirically determined by comparisons with the typical roughness 

profiles (Barton and Choubey, 1977; ISRM, 1978). A commonly used guideline of the 
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typical profile shapes was developed by Barton and Choubey (1977) as shown in Figure 2.3. 

The value of JRC varies from 0 to 20 according to the geometry of the wall surfaces of 

joints and the values are generally obtained by a comparison between joint geometries and 

these standard profiles. The JRC values were ranged by using the laboratory test results of 

130 weathered rock samples, and the obtained standard profiles were originated from the 

ten different types of rocks. In the rock joint shear strength criterion, JRC values are directly 

proportional to the shear strength of joints as presented in Eq. (2-2). 

𝜏𝑝 = 𝜎𝑛tan⁡[𝐽𝑅𝐶⁡𝑙𝑜𝑔10 (
𝐽𝐶𝑆

𝜎𝑛
) + 𝜙𝑟]                      (2-2) 

where, 𝜏𝑝  is the shear strength of joints; σ𝑛  is normal stress; JCS is joint compressive 

strength; 𝜙𝑟 is the residual friction angle. As discussed by ISRM (1978), the range of JRC 

suggested by the Barton’s work can be however used as an example, because the profile 

shapes only cover the shapes and scales of the profiles which are associated with the 

laboratory tests. The classification of ISRM (1978) suggested the ranges of JRC values 

according to the categorized joint types as shown in Figure 2.4. The degree of profiles is 

firstly classified by the most distinct feature of the profile in large scale as stepped, 

undulating and planar shapes. The classification of roughness degree is followed by the 

observation of the asperity in small scale. The classification also recommends that the scale 

effect should be considered to determine JRC values according to the length of the profiles.  

In field investigations, the length of the joints can be several meters or more. In this case, 

the suggested profiles are not properly compared to the site conditions. In order to extend 

the applicability of JRC values to field conditions, a chart has been investigated to consider 

the appropriate scales of profiles for JRC estimation using the simple straight edge method 

(Barton, 1981; Palmström, 1995). This chart was originally suggested based on a number of 

tests (Barton and Choubey, 1977; Barton and Bandis, 1980). Palmström (1995) 

characterized the joint planarity and refined the Barton’s chart including the boundary 

conditions of the undulation (u), as presented in Figure 2.5.  

The measurement scales of rock joints are important factors to determine the rock mass 

strength for the joint investigations. Generally, JRC values decrease with the lengths of the 

measured profiles. Bandis et al. (1981) showed that the peak shear strength of rock joints is 

strongly dependent on its scale and that JRC values for the joint sets also reduce 
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considerably with increasing joint lengths. According to the Barton’s shear strength 

criterion, the shear strength includes three components: the residual or basic friction 

component; the geometrical component; and the asperity failure component. The previous 

research indicated that the geometrical and the asperity failure components are highly scale 

dependent. Therefore, in order to obtain a JRC, Bandis et al. (1981) suggested that JRC 

values should be determined through performing a set of simple tilt tests, pulling tests or 

push tests. This procedure can also avoid the subjectivity of the visual observation. The JRC 

values can be back calculated from the tests using Eq. (2-3). 

JRC =
𝛼−𝜙𝑟

𝑙𝑜𝑔10(
𝐽𝐶𝑆

𝜎𝑛𝑜
)
    (2-3) 

where, α is the tilt angle in the tilt test; JCS is joint compressive strength; 𝜙𝑟 is residual 

friction angle and 𝜎𝑛𝑜  is normal stress when sliding occurs. JCS values can be obtained 

from performing Schmidt hammer tests on the joint surfaces. The typical JRC profile 

standards (Barton and Choubey, 1977; ISRM, 1978) allow to estimate a range of JRCs even 

though the procedure require shear tests to verify the values obtained from visual 

observations. The accuracy of JRC estimation is crucial when the behaviour of rock mass is 

governed by the roughness between the joint sets. Thus, in engineering practice, shear tests 

such as direct shear tests, tilt tests and/or pulling tests are utilized to complement the visual 

evaluation.  

 

Fig. 2.3 Roughness profiles and corresponding JRC values (Barton and Choubey, 1977) 
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Fig. 2.4 Typical roughness profiles and corresponding JRC values (ISRM, 1978) 

 

 

Fig. 2.5 JRC estimation chart (Palmström, 2001) 
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2.3.2 Block theory and rock joint roughness 

In regularly bedded rock masses, the most likely pattern of slope failure and its safety factor 

can be determined by kinematic analyses. In the case of failure under gravity, there are 

considerable possibilities for block movement along weak planes. In this case, the friction 

between the planes of rock discontinuities has a crucial effect on its movement of discrete 

blocks. If the discontinuity of interest has an angle of friction, slip will occur only if the 

direction of applied compression makes an angle greater than the friction angle with the 

normal to the layers (Goodman, 1989). As a well-known analytical solutions for block 

behaviour, the block theory developed by Goodman and Shi (1985), presents successfully 

the safety of blocks according to their friction angles.  

The block theory provides a three-dimensional graphical presentation of the problem, 

assists to identify removable (key) blocks, and find the applicable failure modes. In many 

practical slope stability issues, the block theory has been successfully used for various rock 

engineering issues in slope stability and tunnelling (Goodman and Shi, 1985; Mauldon and 

Goodman, 1996; Hatzor and Goodman., 1997; Tonon, 1998; Lee and Park, 2000; Huang et 

al., 2003; Hatzor and Feintuch, 2005; Strouth and Eberhardt, 2009; Kulatilake et al., 2011; 

Qingyan and Helin, 2011). The results from the stereographic projection method of the 

block theory are sensitive according to the friction angle of joints. However, most studies 

have insufficiently discussed about the friction data applied to the analyses. This can be 

explained by the fact that there are limitations for obtaining the friction data from site 

investigation and experiments.  

As the roughness of rock joints is a useful information for the estimation of its friction angle, 

the friction angle of rock joints has been estimated by the roughness parameters of rock 

joints. Barton (1973) showed a direct proportional relationship between JRC values and 

friction angles. Therefore, the roughness data obtained from exposed rock joints can be used 

to estimate friction angles for the application of the block theory. In this study, the 

feasibility of this methodology has been investigated by through a case study. The basic 

principle of the block theory and the relationship between JRC values and friction angles 

will be discussed in Section 7.4, Chapter 7. 
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2.3.3 Rock fall behaviour and rock surface roughness 

A rock fall event can experience various types of motion along its path combined with free 

fall, rolling, bouncing and sliding. During interaction of the falling body with a slope 

surface, the motion is usually governed by the geometry and mechanical characteristics of 

the material exposed on the slope surface and the falling body. Friction between the falling 

body and the slope surface is also a significant factor to determine the type of motion of a 

body (Basson, 2012).  

In the relationship between rock fall behaviour and JRC values, Wang and Lee (2010) 

showed that the rockfall velocity reduced and bounce height increased as JRC values 

increased. Based on the results of a set of rockfall simulations, their study showed that the 

maximum velocity and average movement velocity decreased as JRC increased. Similarly, 

the influence of JRC values on the evaluation of restitution coefficients was reported by an 

experimental study using small rock blocks (Saeidi et al., 2015). Considering the scale of 

rock blocks, therefore, JRC values obtained from rock surfaces can be used to investigate 

rockfall behaviour relating to the dynamic frictions of rock slopes.  

In rockfall simulations, slope roughness values are estimated from observations for the 

slope material which depends on its geological setting. For example, in a Rockfall 

(Rocscience Inc., 2003) simulation, slope roughness can be determined from the material 

specified for the model segment in large scale. However, the determination of the slope 

roughness in simulation can be ambiguous and questionable. Massey et al. (2006) reported 

the sensitivity of rockfall trajectories and impact energies derived from a Rocfall two 

dimensional analysis according to different slope roughness conditions. In a three 

dimensional condition, Haramy et al. (2013) also performed a series of back-calculation 

using different slope roughness parameters using a CRSP-3D program. Therefore, in many 

cases, field tests are recommended to verify the relevant parameters for the rockfall 

simulations. 

As rockfall simulations require the friction data of the slope surface and JRC can be utilized 

to estimate the friction angles, the roughness data obtained from slope surface can be used 

for rockfall simulations. In this study, the feasibility of JRC data to rockfall simulation are 

investigated using a case study combined with a field rockfall test. This topic will be 

discussed in Section 7.5.   
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2.4 Roughness parameters to estimate JRCs 

2.4.1 Two dimensional roughness parameters 

The estimation of JRC values is typically done by using mathematical methods. Many 

researchers have developed the relationships between JRC values and roughness parameters 

in order to estimate JRC values using digitized roughness profiles. The studies were to 

overcome the subjectivity of the visual observation.  

Tse and Cruden (1979) established empirical equations to estimate JRC values using two 

dimensional roughness parameters, Z2 and SF. The equations were developed using the 

digitized data of 2D roughness profiles based on the Barton’s typical roughness profiles. Z2 

and SF are the root mean square and the mean square of the first derivative of the profiles, 

respectively. The regressions were obtained from statistical analysis using two hundred 

discrete amplitude measurements for every profile. The correlated functions with JRC 

values are defined as Eqs. (2-5) and (2-6). As shown in Figure 2.6, as a representative 

roughness parameter, Z2 shows better correlation with JRC values than SF. The function of 

Z2 is presented in Eq (2-4). 

JRC = 32.2 + 32.47 log 𝑍2   (2-4) 

JRC = 37.28 + 16.58⁡log⁡SF   (2-5) 

𝑍2 = [
1

𝑀(𝐷𝑥)
2
∑ (𝑦𝑖+1 − 𝑦𝑖)

2𝑀
𝑖=1 ]

1/2

  (2-6) 

where M is the number of intervals, Dx is a constant distance lag. The sum of the squares in 

adjacent y-coordinates is divided by the product of the number of intervals. This regression 

was then improved by Yu and Vayssade (1991). They studied the applicability of several 

roughness parameters to estimate JRC values. It was shown from this research that four 

roughness parameters, which are Z2, SF, SDi, and RLi, showed strong correlation with JRC 

values. As given in Eq. (2-7), SDi is a standard deviation of the asperity angles (i). RLi is 

defined as a real profile length as presented in Eq. (2-8). It was concluded that SF was much 

more sensitive for sampling intervals; however, SDi and RLi behave almost the same as 

JRC.  
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𝑆𝐷𝑖 = 𝑡𝑎𝑛−1 [
1

𝐿
∫ (

𝑑𝑦

𝑑𝑥
− 𝑡𝑎𝑛⁡𝑖𝑎𝑣𝑒)

2

𝑑𝑥
𝑥=𝐿

𝑥=0
]
1/2

 (2-7) 

RL =
∑(∆𝑥𝑖

2+∆𝑦𝑖
2)

1/2

𝐿
    (2-8) 

𝑅𝐿𝑖 = 𝑅𝐿 − 1     (2-9) 

where, ∆𝑥𝑖 and ∆𝑦𝑖 are the increments of x and y directions of the profile, L is the length of 

the profile along abscissa. Following different ranges of equations using Z2, Eqs. (2-10~12) 

were proposed to take measurement scales into account. 

JRC = 60.32⁡𝑍2 − 4.51 (for sample interval = 0.25 mm) (2-10) 

JRC = 61.79⁡𝑍2 − 3.47 (for sample interval = 0.5 mm)  (2-11) 

JRC = 64.22⁡𝑍2 − 2.31 (for sample interval = 1.0 mm)  (2-12) 

 

Fig. 2.6 Relationship between the JRC and parameters, Z2 (a) and SF (b) (Tse & Cruden, 

1979) 

After the Tse and Cruden’s work, a number of studies on the regressions of JRC values 

were performed using a fractal dimension (D) by many researchers (Turk et al., 1987; Carr 

and Warriner, 1989; Lee et al., 1990; Wakabayashi and Fukushige, 1992). The concept of 

their studies was based on the theory of fractal geometry (Mandelbrot, 1982). The results of 

these studies were compared with the back-calculated values by Hsiung et al. (1993). A set 

of tilt tests and shear tests using natural tuff joint sets were performed to verify the 



21 

 

regressions. The following equations were developed from the works of Carr and Warriner 

(1989), Wakabayashi and Fukushieg (1992), Turk et al. (1987) and Lee et al. (1990).  

JRC = −1022.55 + 1023.92D  (Carr and Warriner, 1989)   (2-13) 

JRC = SQRT[(D − 1)/0.00004413] (Wakabayashi and Fukushieg, 1992) (2-14) 

JRC = −1138.6 + 1141.6D (Turk et al., 1987)    (2-15) 

JRC = −0.87804 + 37.7844 (
𝐷−1

0.015
) − 16.9304 (

𝐷−1

0.015
)
2

(Lee et al., 1990) (2-16) 

For these equations, D is a fractal dimension. The important finding from this comparison is 

that the functions used in this study underestimates the JRC values compared with the back-

calculated results obtained from shear tests based on Barton’s shear strength criterion. 

However, these studies also suggested that fractal dimension values are proportional to 

surface roughness so the fractal dimensions were successfully correlated with the JRC 

values.  

Yang et al. (2001) reconstructed Barton’s typical roughness profiles by digitizing the 

profiles into 500 data points. The coefficients obtained from Fourier series functions were 

adopted to describe the amplitudes of the profiles. Using the newly calculated Z2 parameter, 

linear regression formulas were obtained and given as Eq. (2-17) and Eq. (2-18). It is 

reported in this research that these formulas produce larger values than the original 

functions suggested by Tse and Cruden (1979). 

JRC = 32.69 + 32.98 log 𝑍2   (2-17) 

JRC = 37.63 + 16.5⁡log⁡SF   (2-18) 

where the roughness parameters, Z2 and SF are the same as the parameters which are used 

in the Tse and Cruden’s research. 

Using the shadow profile technique, Maerz et al. (1990) suggested a method to estimate 

JRC values by a regression equation which explains the relationship between JRC values 

and the roughness profile index, Rp. This parameter is defined as the ratio of the true length 

of a fracture surface trace to its projected length in fracture planes. Figure 2.7 describes the 
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plot of JRC versus Rp. Eq. (2-19) and Eq. (2-20) were found by the linear regressions of 

Figure 2.7 (a) and (b), respectively.  

JRC = 411(𝑅𝑝 − 1)   (2-19) 

JRC = 401(𝑅𝑝 − 1)   (2-20) 

where, the roughness profile index, Rp, is related to the asperity angle (i) which is based on 

the Patton’s shear strength model (Patton, 1966). Turk and Dearman (1985) suggested Eq. 

(2-21) to estimate Rp values. Maerz et al. (1990) developed a method of photo analysis to 

measure (i) angles. The micro-average (𝑖𝑚 ) was also introduced to obtain (i) value as 

defined by Eq. (2-22). 

i = 𝑐𝑜𝑠−1 [
1

𝑅𝑝
]   (2-21) 

𝑖𝑚 =
1

𝑛
∑ |𝐼𝑗|
𝑛
𝑗=1    (2-22) 

where, n is the number of evenly spaced sampling points; i is the value of inclination angles 

between adjacent points along the sampling line.  

 

Fig. 2.7 Correlation between Rp and JRC: obtained by photo analysis of the type-profiles 

based on the typical profile (Barton & Choubey, 1977) (a) and determined from laboratory 

tilt and direct shear tests on samples of schist from the Hemlo Mine (Maerz et al., 1990) 
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2.4.2 Three dimensional roughness parameters 

With the development of the methods to obtain rock surface data, roughness parameters 

have been investigated in three dimensional condition. Recently, remote sensing methods 

such as laser scanning technology and digital photogrammetry allow to create 3D surface 

models. The joint roughness data is obtained by digitized coordinates of 3D surface models. 

3D roughness parameters have been developed to correlate with traditional JRC ranges or 

with new rock joint shear strength models. As the rapid development of the technology, 3D 

surface roughness parameters have more emphasis in the rock engineering area than 2D 

roughness parameters (Grasselli & Egger, 2003; Tatone & Grasselli, 2009). However, the 

majority of rock joint roughness analyses have employed linear profiles rather than 3D 

roughness parameters. This can be explained by the fact that the shear strength criteria of 

rock joints have been mainly developed in two dimensional conditions. Further, the shear 

strength of joints strongly relies on the roughness profiles in the shear directions. Thus, the 

study using two dimensional roughness parameters are primary and still valid.  

In this research, the roughness data obtained by 3D photogrammetry models employ two 

dimensional roughness parameters focussing on the maximum asperity heights and the 

Barton’s JRC values. It is mainly because this research aims to use the photogrammetry 

method as an alternative way to manual measurements of roughness profiles. 

In order to understand 3D roughness parameters, representative 3D roughness parameters 

are discussed in this section. The studies have been performed by using laser scanners in 

laboratory conditions. Grasselli and Egger (2003) suggested a 3D roughness coefficient in 

their experimental study. In their research, replica joint sets were sheared in laboratory 

conditions and the surfaces of the sheared joints were analysed using an ATS optical 

scanner. As a result, a regression model using the parameters of contact areas, apparent dip 

angles and roughness was developed as shown in Eq. (2-23).  

𝐴𝜃∗ = 𝐴0(
𝜃𝑚𝑎𝑥
∗ −𝜃∗

𝜃𝑚𝑎𝑥
∗ )𝐶  (2-23) 

where 𝐴0  is the maximum possible contact area in the shear direction; 𝜃𝑚𝑎𝑥
∗  is the 

maximum apparent dip angle in the shear direction; C is a roughness parameter. This 

equation was based on the triangulated surface data of 3D models and 𝛩  is the angle 
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between the shear plane and the triangles. This research was performed using high density 

images. The accuracy of the point clouds was in ± 50 μm.  

Based on the fractal theory, Feng et al. (2003) and Fardin et al. (2004) investigated the scale 

dependency of rock surface roughness using a total station (TS) and a 3D laser scanner 

(LARA). Using scanned 3D images from replicas and from a natural rock slope, fractal 

parameters were calculated by the roughness-length method (RL). The RL method, which 

was originally suggested by Malinverno (1990), has been updated to apply the method for 

3D fracture surfaces as follows: 

S⁡(w) = A𝑤𝐻   (2-24) 

where S (w) is the standard deviation of residual surface heights; w is the sampling window 

size; H is the Hurst exponent and A is a proportional constant. In addition, the fractal 

dimension (D) as well as the amplitude parameter (A) can be obtained from the correlation 

between S (w) and w. An important finding of this study is that both the parameters, A and 

D are dependent on sampling sizes. 

Kulatilake et al. (2006) recommended that a combined parameter with a scale dependant 

fractal parameter, 𝐾𝑣, can be more effective for quantifying JRC values rather than solely 

using the normal fractal dimension (D). In this study, the linear profiles of rock joint 

surfaces were digitized with 0.33 mm intervals using a laser profilometer. The parameter, 

𝐷𝑟𝑙𝑑 × 𝐾𝑣, could be used to quantify the roughness of rock joints. In this combined function, 

𝐷𝑟𝑙𝑑  is the mean value of fractal dimensions and 𝐾𝑣  is a measure of amplitude of the 

profiles. As a simple empirical method, an asperity-amplitude relationship has been 

employed to estimate JRC values based on the Barton chart (Barton, 1981). Eq. (2-25) was 

suggested for JRC estimation in large scale profiles by Oppikofer et al. (2011) and is shown 

in Eq. (2-25). 

JRC = A ∙ √0.2 ∙ L−log80   (2-25) 

where, A is the maximum asperity height in millimetres and L is the profile length in metres. 
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2.5 Measurement of directional roughness profiles 

2.5.1 Background 

As discussed in Section 2.4.2, the research trend on rock joint roughness is currently 

towards the use of three dimensional surfaces focussing on the anisotropic features of joint 

planes (Jing et al., 1992; Kulatilake et al., 1995; Aydan et al., 1996; Grasselli et al., 2002; 

Jiang et al., 2006; Belem et al., 2007). However, in spite of the limitation of 2D roughness 

parameters caused by the irregularities of the asperities on joint planes, directional 

roughness profiles have been investigated by many researchers combining the roughness 

features with joint shear strength criteria or with measurement methods (Patton, 1966; 

Barton, 1973; Weissbach, 1978; Swan & Zongqi, 1985; Aydan et al., 1996; Xia et al., 2003; 

Shigui et al., 2009; Rasouli & Harrison, 2010; Bae et al., 2011).  

The roughness profiles of the dip directions on the joint planes of interest are more 

important from an engineering perspective than that of the other directions. This is because 

the dip directions indicate the steepest angles which have the most potential of sliding 

behaviour. In site investigations, the roughness profiles of joint sets are thus preferably 

measured for the dip directions along the exposed joint surfaces relating to their shear 

behaviour. Recently, this priority of directional profiles for measurements is found in the 

studies of remote sensing methods. For example, a photogrammetry computer code, 

Sirovision (CSIRO, 2012) enables to extract roughness profiles for the steepest angle of a 

selected plane.  

In the use of spatial coordinates, the roughness profiles of objects in any direction can be 

extracted by controlling object positions. However, there is a concern how the coordinates 

of a profile for a specific direction can be easily obtained from 3D surface models. 

Haneberg (2008) suggested a rotation procedure using a mathematical code for 3D rock 

joint surface models. In this case, a MATLAB script can be used to visualize and rotate the 

3D surface models, which also consider the extraction of roughness profiles from the 

reoriented 3D models. The following section reviews the use of directional roughness 

profiles in rock engineering and the methods of profile measurements are also discussed. 
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2.5.2 Measurement of directional roughness profiles in rock engineering 

The roughness of joints has been approached from a two dimensional viewpoint for decades. 

Patton (1966) presented a rock joint shear model, which quantified the roughness of joints 

by using the dilation angle i, of a sawtooth shape profile. Based on the criterion suggested 

by Barton and Choubey (1977), Bandis et al. (1983) presented the shear deformation 

characteristics of rock joints through considerable numbers of shear tests with various two 

dimensional roughness profiles. As these approaches require the accurate measurements of 

roughness profiles, there have been thus various attempts to obtain more accurate roughness 

profiles. Normal profile gauges have 0.5 to 1.0 mm step sizes and the sizes range from 100 

mm to more 1 m lengths. The normal types of profile gauges are commonly used in both 

laboratory and field conditions. To increase the accuracy of measurements, Weissbach 

(1978) developed an instrument for measuring two dimensional profiles of rock surfaces. 

This device was able to draw the roughness profiles by using horizontal tracer steps ranging 

from 0.03 to 0.5 mm and the maximum sample lengths was 600 mm. The horizontal and 

vertical displacements are measured by transducers and plotted on the X-Y recorder as 

shown in Figure 2.8. 

With the consideration of anisotropy, rock joint profiles were measured by a profilometer 

varying measurement directions. Aydan et al. (1996) presented a procedure to estimate the 

roughness characteristics of rock surfaces through measurements of joint profiles for rock 

samples. The measured profiles were digitized with a sampling interval of 2 mm and 

compared with those of the different directions. This research found that the length of 

profile varying with the measurement directions can affect the estimated roughness 

parameter as well as the sampling intervals. 

Regarding the anisotropy of joint roughness, the roughness profiles of a large cylindrical 

natural rock sample (about 153 mm in diameter) were measured in different directions by a 

laser profilometer (Kulatilake et al., 1999). Measurements were performed in six different 

radial directions at every 30˚ interval on the sample surface.  The surface height of a 

measured profile was recorded up to an accuracy of 0.124 mm. Based on their previous 

study (Kulatilake & Um, 1999), two fractal parameters (D and A) were then used to 

quantify the roughness of the model. 
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Using a LVDT (linear vertical displacement transducer), the surface topography of rock 

joints was measured with a profilometer with an automatic data acquisition system (Xia et 

al., 2003). This profilometer can control sampling intervals from 0.1 to 2.0 mm. The 

measured profiles were then used to identify the waviness and unevenness of the joint 

profiles with a proposed mathematical method in the study.  

 

Fig. 2.8 Schematic diagram of a profilometer (Weissbach, 1978) 

 

2.6 Remote sensing methods for rock joint roughness estimation 

In field conditions, the surface roughness of rock joints is investigated in various ways. The 

roughness information is usually investigated by visual observation, touching and 

measuring with profile gauges. It has been normally accepted that the traditional methods 

are subjective and the quantification of roughness is a role for experts. In visual observation 

for the estimation of rock joints, rock joint roughness profiles are normally obtained by 

profile gauges with 1 mm or 0.5 mm step sizes. The profiles are then visually compared 

with typical standard profiles to quantify JRC values. Considering the limitations of human 

vision, the step sizes of 1 mm or 0.5 mm are acceptable as the standard point interval of the 

digitized profiles which can be obtained from photogrammetric 3D models. Recently, there 

have been attempts to employ laser scanning to capture the roughness of rock joints, and 

photogrammetry has also been employed to obtain roughness data.  
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2.6.1 Laser scanning methods in roughness investigation 

To achieve more reliable JRC values than traditional methods, remote sensing techniques 

such as Terrestrial Laser Scanning (TLS) and Terrestrial Digital Photogrammetry (TDP) 

have been employed in both laboratory and site investigations. TLS has become more 

common to investigate JRC values by many researchers (Grasselli et al., 2002; Feng et al., 

2003; Hong et al., 2006; Rahman et al., 2006; Fardin, 2008; Fekete et al., 2010; Tatone & 

Grasselli, 2010; Khoshelham et al., 2011; Mah et al., 2013) compared to TDP. This is due 

to the general understanding that TLS can produce a higher accuracy image with regular 

point intervals than TDP. However, it is difficult to ignore the significant advantages of 

photogrammetric methods which are portability, economic feasibility, legibility and 

convenience. Furthermore, photogrammetric 3D surface models can provide clear structural 

images to identify related geological issues from the exposed joint surfaces. In this section, 

representative studies on the rock surface roughness using scanning methods (laser, optical 

and structured light projection) are discussed. 

A total station, as a type of point sensor laser scanner, was used for measuring rock joint 

surface roughness. Feng et al. (2003) measured a natural joint surface using a non-reflector 

TS, Leica TCRM 1102, which produces constant point intervals with minimum intervals of 

1 mm. The TS system device was positioned at a distance of about 7 m from the rock cut, 

and scanned a small window (20 × 20 cm) at 5 mm point intervals. The results showed 

satisfactory accuracy for the large scale roughness, but not for the secondary roughness 

fractures due to the low resolution data points.   

Grasselli (2001) reported the advantages of the ATS system (Advanced Topometric Sensor). 

The ATS, which is an optical measurement system and creates high density point clouds 

approximately 400,000 pixels per an image, was used for this study. In this system, two 

digital cameras are integrated into the measurement head at different angles, as shown in 

Figure 2.9. The accuracy of the point clouds obtained from ATS was reported as ± 50 μm 

for the measurement set-up chosen. The ATS in this study provided satisfactory precisions 

in laboratory conditions as well as convenient measurement controls. Recently, camera 

based scanning systems similar to the ATS have become popular to investigate rock joint 

roughness.  
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Using the camera based scanning system, Hong et al. (2006) studied the influence of the 

inclination of waviness for scanning directions on the estimation of roughness parameters. 

Laboratory tests were performed using a camera type scanner, ATOS II system. The created 

3D models were analysed using the specific roughness parameters in two dimensions (SRL) 

and three dimensions (SRS). The experiments showed that the ATOS II produced relatively 

accurate roughness parameters thus reducing the influence of the dead zone which is caused 

by the inclination of waviness. Table 2-5 presents the specifications of the ATOS II.  

A number of sets of two dimensional roughness profiles were investigated and acquired 

from triangulated irregular network (TIN) models by Tatone and Grasselli (2010). As an 

extension of their previous research, this study more focussed on the verification of the 

developed 3D roughness parameter than the feasibility of the employed remote sensing 

methods. This previous study was performed based on high resolution images obtained 

from close range laser scanning. 

 

Fig. 2.9 Measuring head of the ATS (Grasselli, 2001) 

Table 2-5. Specification of ATOS II (Hong et al., 2006) 

Item Specifications 

Measuring volume 

Measuring distance 

Camera resolution 

Measuring time 

Measuring point distance 

Measuring noise 

100 × 80 × 80 mm3 – 1200 × 960 × 960 mm3 / measurement 

750 mm – 1600 mm 

1280 × 1024 pixel 12 bit (digit) 

Approximately 8 s 

0.04 – 1 mm 

0.002 – 0.02 mm 

Using small scale roughness profiles, the influence of measurement noise in laser scanning 

was investigated by Khoshelham et al. (2011). The section of a natural rock slope was 

scanned with a Faro LS880 terrestrial laser scanner with a point spacing of 1 mm on 

average. The presence of noise led to an overestimation of the values of fractal dimensions 

and the amplitude of roughness profiles. In this previous study, the wavelet de-noising 
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method was suggested to estimate more realistic roughness values using laser scanning 

methods.  

At a large scale, the accuracy of digital 3D models was discussed by Oppikofer et al. (2011). 

Using a large scale basalt sliding surface, the shapes of linear roughness profiles were 

investigated using digital elevation models (DEM). Oppikofer et al. (2011) reported the 

results of directional JRC estimation, which were obtained from large scale ALS-DEM 

models. Roughness values were estimated using the asperity-amplitude method mentioned 

by Barton (1981). The mean values of point cloud intervals ranged from 35 mm to 68 cm 

and the profile lengths ranged from 4.67 m to 72.9 m. The results also showed the 

importance of large scale roughness rather than centimetre-scale roughness for practical 

purposes.  

In recent years, studies into JRC estimation for underground space have become popular. 

As an example, JRC values were estimated using a laser scanning method for a section of 

the Bankal tunnel in Oslo. Fekete et al. (2010) acquired consistent 3D roughness profiles 

from the section using a Lidar system, Leica Geosystems HDS6000. Similarly, Mah et al. 

(2013) reported the results of a laser scanning survey in an underground field. The 

amplitude values and the JRC values of selected roughness profiles were obtained from 3D 

models and compared with the result of manual measurements. The field survey was 

performed at a distance of 3 m from the rock surface of a nickel mine located in Thompson, 

Canada (Fig. 2.10). The results of the surveys showed that even though there were 

measurement errors arising from both manual measurements and laser scanning methods, 

the discrepancy of the JRC values was not significant.  

In summary, the development of various scanning methods has enabled us to use the 

techniques for obtaining rock surface data in two and three dimensional conditions. It has 

been revealed that the scanning methods can produce roughness data forming a rock surface 

into point clouds with reliable accuracy in both laboratory and field conditions in close 

distance.  
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Fig. 2.10 Laser scanner in an underground situation (Mah et al., 2013) 

 

2.6.2 Photogrammetry to investigate the rock surface roughness 

Based on the advantages of various visual information obtained from images and the 

feasibility of photogrammetry for creating 3D surface models, many researchers used 

photogrammetry for characterizing surface roughness (Wickens & Barton, 1971; Jessell et 

al., 1995; Cravero et al., 2001; Lee & Ahn, 2004; Unal et al., 2004; Bistacchi et al., 2011; 

Sturzenegger & Stead, 2009; Nilsson et al., 2012). The applications of photogrammetry 

have been also found in wide ranges from archaeological to scientific purposes. However, 

the feasibility of photogrammetry for the roughness investigation has been insufficiently 

investigated in engineering purposes. Recent studies just covered basic issues for the 

applicability of photogrammetry to estimate JRC values (Haneberg, 2007; Baker et al., 2008; 

Poropat, 2008; Poropat, 2009).  

Wickens and Barton (1971) investigated the possibility to obtain roughness profiles using a 

classic photogrammetry method. In the laboratory condition, the joint surfaces of rock 

samples were photographed using a stereometric camera, ‘the Officine Galileo Santoni’. 

Roughness profiles were then plotted using a plotting device, The Thompson Watts Model 

2, coupled to an automatic tape punch. The obtained profiles are superimposed on the rock 

joint samples, as presented in Figure 2.11.  Using the plotting method, the spot heights of 

the profiles were observed at around 1 mm intervals for both lines on each joint surface 

image. This study showed the potential to measure the roughness using photogrammetry 

methods. 
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A new technique of photoanalysis was introduced by Franklin et al. (1988) and Maerz et al. 

(1990). This method uses shadows of asperities to reveal rock joint roughness clearly on the 

photographs. Through a set of laboratory tests, the shadow profiles, which were 325 mm 

length with 4.79 mm coordinate intervals, were obtained from a granite sample.  The 

profiles were also measured by a mechanical profilometer. Comparison of both profiles 

from the experiments showed that the roughness parameters (Rp) of the mechanically 

measured profiles were similar to the values obtained from the shadow profiles.  

Jessell et al. (1995) investigated the feasibility of photogrammetry to characterize rock 

surface roughness. Considerable sets of photogrammetric experiments were performed 

using stereo photographs, and a photogrammetry algorithm was developed. 

 

Fig. 2.11 Rock surface roughness profiles obtained from a classic photogrammetric method 

(Wickens & Barton, 1971) 
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In this study, negative format images were taken at a distance of 30 cm from the sample and 

the images were converted to digital formats by a scanning method, with a resolution of 75 

pixels per inch. Using the prototype of photogrammetry algorithm, the 3D coordinates of 

the sample area were obtained. The analysed coordinates were compared with the manually 

measured data using a profilometry. The results showed that the photogrammetry algorithm 

generated a matching accuracy of 1 pixel for more than 90 % of the data.  

As a similar study in geomorphology, Butler et al. (1998) used a digital elevation model 

(DEM) for characterizing the surface roughness of a natural gravel river bed. Close range 

digital photogrammetry was employed to capture the images of a specific area. Using an 80 

mm Hasselblad ELX 500 camera, stereo image pairs were taken at a camera-to-object 

distance of approximately 2.2 m, and the base-to-distance ratio was kept at 1: 6.  

Stereomatching of the obtained images was carried out using the OrthoMAX module of 

Erdas Imagine software. The pixel size of the obtained images was approximately 0.6 mm 

in the object space. From this study, more precise 3D images were achieved as the 

quantified precision of the image matching was around 0.1 pixel (0.06 mm).  

Under laboratory conditions, Unal et al. (2004) successfully measured rock surface 

roughness using a digital photogrammetric method. Stereo photographs were taken at a 

distance of 25 cm from the rock sample using a half-metric camera, Polaroid PDC 2000/40. 

The sample size was 7.75 cm × 7.75 cm, and a 3D roughness map was acquired using 

PICTRAN software. The acquired 3D surface model was exported with 0.25 cm point 

intervals by a graphic program called “SURFER”.  

Haneberg (2007) demonstrated that directional roughness profiles can be extracted from 

photogrammetric or laser scanning point clouds. In this research, linear roughness profiles 

were extracted from 3D photogrammetric models in desired directions relative to the dip 

directions of the joint planes, as shown in Figure 2.12. The procedure, which produces 

roughness profiles from 3D data, clearly showed a method to estimate JRC values based on 

the linear coordinates in alignment with the possible shear directions (dip directions).  
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Fig. 2.12 Rock surface model obtained from Sirovision (a); Points after rotation of the 

coordinate to desired direction (b) (Haneberg, 2007) 

Data noise from high resolution photogrammetric 3D models has been discussed by Poropat 

(2008). His study focused on the measurement errors induced by data noise when using 

small pixel sizes. JRC values were estimated from several digitized profiles. The simulated 

profiles were generated using 1000 data points. Compared with the general profile gauges 

for JRC surveys, which ranged from 0.5 to 1.0 mm comb intervals, the study investigated 

high density images. Against noise influence, which may result in overestimation, JRC 

values could be properly estimated using filtering algorithms when the noise is significant 

in relation to the sample spacing. Poropat (2009) also noted the JRC estimation using low 

resolution images with 2.5 mm pixel sizes at 100 m distances to objects. However, the 

applicability of this low level of image resolution to estimate JRC values has not been 

verified yet.  

Through field photogrammetry surveys, Sturzenegger & Stead (2009) reported two methods 

for describing and quantifying rock joint roughness and curvature using 3D surface models. 

The first method is used to calculate the orthogonal distances between the average plane 

and the topography of a 3D model. The second method is carried out to identify the degree 

of curvature by selecting windows with increasing sizes to measure the orientations at many 

locations. As an example of the quantification of the curvature of joints on the Murrin Lake 

and Mount Seymour rock cuts, the linear roughness profiles and the curvatures of a 3D 

surface model are well reported in the literature (Sturzenegger & Stead, 2009).  

Similarly, as an example of large scale roughness, close range photogrammetry was 

employed to survey a part of the Gole Larghe fault zone in Italy. High resolution 3D images, 

which were composed of spatial points with intervals ranging from 0.15 to 0.2 mm, were 

created using a Nikon D700 camera with a 28 mm focal length lens by Bistacchi et al. 
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(2011). The each frame of high density images was then reconstructed by a mosaic 

technique in the software Gocad® for the entire lengths of the fault zone as shown in Figure 

2.15. Large scale roughness along the fault trace was effectively surveyed by the combined 

photogrammetry 3D model with the 3D data obtained by a Lidar system.  

With comparisons between the photogrammetry data terrain model (DTM) and the laser 

scanned coordinates of a sample joint surface, Nilsson et al. (2012) verified the use of close 

range photogrammetry to create rock joint surface roughness. The images of a sandstone 

joint sample were taken at 0.5 m distance from the sample using a Canon EOS 5D mark II 

digital camera. 3D images were then generated by the commercial grade software 3DM 

Analyst (Adam Technology). The accuracy of the photogrammetric 3D models was verified 

based on the results of a series of laser scans which had an accuracy of up to 16 microns. 

This study showed how photogrammetry can be employed to create rock joint surface 

models with an accuracy of less than 1 mm intervals.  

The literature review in this section indicates that the previous studies focussed on the 

applicability of photogrammetry with regard to surface roughness to create high resolution 

images. With the instinct advantage of photographs to deliver accessible information of 

objects, the motives of the previous studies can be explained as follows: Firstly, 

photographs possess a potential to express the roughness of an object by means of its 

shadow. The scales are also estimated by the relationships between the focal length and 

camera-to-object distances. Secondly, both the hardware and software of photogrammetry 

have considerably developed to produce the 3D models with satisfactory accuracy since the 

early 2000s.  In third, it is difficult to ignore that the benefits of visual information of the 

original images in association with the created 3D models such as geological information. 

For practical application, photogrammetry has not been sufficiently reviewed for the 

investigation of rock surface roughness. Especially, more research on the limitation and the 

accuracy of photogrammetric data is required to be discussed to establish the guidelines of 

photogrammetry for the investigation of rock surfaces. These issues are reviewed in the 

following sections.   
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2.7 Directional roughness profiles in 3D models 

Since TLS (Terrestrial Laser Scanning) and TDP (Terrestrial Digital Photogrammetry) were 

employed to study rock joint surfaces, directional roughness profiles have been extracted 

from 3D surface models in laboratory conditions. A non-contact profilometer, the “rock 

profiler” was used for measuring roughness profiles of tuff joint sets for a set of dynamic 

direct shear tests (Hsiung et al., 1994). A laser profilometer was then employed to obtain 

digitized roughness profiles to create the 3D model of a natural rock sample (Kulatilake et 

al., 1999). The 3D model was composed of 400 parallel lines with 3.81 mm intervals.  

In the early 2000s, the use of optical measurements has been widely reported in the rock 

engineering area. Grasselli and Egger (2000) quantified rock joint roughness by using an 

ATS system, which produces high resolution 3D images with approximately 400,000 pixels 

per image. Using a similar apparatus, Hong et al. (2006) obtained roughness profiles from 

the point clouds of 3D models by the following procedure; 1) The point clouds obtained 

from a laser scanner were firstly exported to ASCII format. 2) The 3D meshes are then 

generated to triangulated irregular networks (TIN). 3) 2D roughness profiles are finally 

extracted by image processing software. In his research, as the point intervals of the 

originally extracted profiles from the 3D scanner were not constant, a MATLAB code was 

employed to reconstruct the data with a constant interval as demonstrated in Figure 2.13.  

 

Fig. 2.13 2D profiles: (a) sectioning, (b) acquired 2D profile, (c) simulated 2D profile 

(Hong et al., 2008) 

Tatone and Grasselli (2009) investigated the roughness anisotropy under both laboratory 

and site conditions. 2D roughness profiles were measured in different directions. However, 
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the methodology for the rotation of the obtained point clouds was not presented in the 

research. This can be explained by their laboratory set up. The directions of the 3D data 

could be easily controlled by adjusting sample directions. The data extraction concept is 

demonstrated in Figure 2.14. 

Large scale roughness profiles, obtained from a combined LIDAR application and 

photogrammetry, were analysed using a MATLAB® script by Bistacchi et al. (2011). In 

their study, the fault profiles were traced using RiSCAN PRO software and the 3D points 

along the fault traces were exported as ASCII format files for further analysis. The 

combined model produced roughness data in small scale (1 m to 1 mm) allowing for the 

estimation of roughness parameters along the range of the large fault zone.  

More detailed procedure to obtain roughness profiles from 3D models was given by Mah et 

al. (2013). The investigators discussed that the difference between manual measurement and 

3D laser scanning may cause unmatched joint orientation resulting in a difference in JRC 

estimation. In their study, from 3D surface models, two dimensional roughness profiles 

were generated by binning the points along the length of the profiles and calculating the 

average offset of all points falling within each bin. JRC values were then estimated by using 

Barton’s empirical chart for the straightedge method (Barton and Choubey, 1977). 

 

Fig. 2.14 Schematic diagram illustrating the geometric definition of azimuth, dip and 

apparent dip in relation to the selected analysis direction (Tatone and Grasselli, 2009) 

The methodology of the point cloud rotation was described by Haneberg (2007). Focussing 

on the importance of the dip directions of rock joints, Haneberg (2007) established a 

method to produce directional rock surface profiles from photogrammetric 3D models and 
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laser scanner point clouds. Using an example of large size rock surface 3D models, the dip 

line of the surface can be identified in the first stage. Then, the 3D coordinates could be 

rotated into alignment with the dip line using a 3D rotation matrix. Thus, linear profiles 

could be extracted in any direction followed by interpolation of a regularly gridded surface. 

An example of the data rotation and aligned profiles is presented in Figure 2.15. 

Sirovision (CSIRO, 2012) provides a tool to extract a roughness profile and roughness 

parameters for the steepest descent for the selected area. The dip and dip direction of the 

selected area are calculated and the JRC values for the line of steepest descent are estimated 

by the functions of Tse and Cruden (1979) and Maerz et al. (1990). This computer program 

also allows to obtain JRC values for different bearing angles for the same area.  

 

Fig. 2.15 Graphical depiction of surface roughness after rotation using roughness profiles 

(dark grey) superimposed on contours (light grey). Contour interval is 0.02 feet (0.6 cm). 

Units of length are feet (Haneberg, 2007) 

2.8 Influencing factors of photogrammetric errors 

It is generally accepted that photogrammetry surveys often require the use of high-end 

cameras and longer focal length lenses to keep high spatial resolution in order to obtain 

reliable JRC data from photogrammetry. However, the uncertainty of the accuracy and 
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precision of photogrammetric roughness data is derived from various factors as well as from 

the limitation of camera equipment. The influencing factors associated with the 

photogrammetric 3D models have been widely discussed by many researchers (Fraser, 1984, 

1992; Butler et al., 1998; Poropat, 2008; Dai & Lu, 2010; Dai et al., 2014; Fooladgar et al., 

2013) and summarized by Dai et al. (2014) in Table 2-6. In this section, the influencing 

factors are discussed by two categories: camera systematic errors and planning errors.  

Table 2-6. Behaviours of photogrammetric modelling (Dai et al., 2014) 

Factor Behaviour 

Distance 

no. of overlapped images 

Intersection angle 

Angle of incidence 

 

Camera model 

Resolution 

Features (texture) 

 

Focal length 

 

Camera lens 

Farther distance, lower accuracy (40 m: 6~10 cm) 

The larger number of overlapping photos, the better accuracy 

The closer to 90˚, the better accuracy 

The closer to 0˚, the better quality of images, so the better 

accuracy 

Higher end, higher accuracy 

Strong correlation with accuracy (raise by 1.6% per 1 MB increase) 

More features, higher accuracy; higher accuracy by 

colourful texture than grey/plain texture 

Longer focal length, higher accuracy; set to obtain optimum  

coverage 

Less distortion, higher accuracy 

 

2.8.1 Camera systematic errors 

The measurement errors related to photogrammetry can be categorized by the following two 

aspects: one is due to camera systems and the other is attributed to bad planning of camera 

network geometry (Dai et al., 2014). The systematic errors can be identified as a deviation 

that occurs consistently due to the inaccurate factors of camera systems. The examples of 

the camera factors are lens distortion, principal distances and image resolutions. The 

resolution limit of photographs is the most essential factor in investigating the rock surface 

roughness. The pixel size of images is dominantly governed by the sensor size of cameras 

and the focal length of lenses in the same camera-to-object distances. The combinations 

between sensor sizes and focal lengths can theoretically count the measurement scale. 

However, the estimations should be carefully interpreted. Focussing on the measurement of 

the point distances along a roughness profile, Poropat (2008) reported the importance of 

post processing algorithms to obtain reliable point intervals for both laser scanning and 

photogrammetry.  
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The density of photographs can be estimated using the camera distances and the dimensions 

of camera devices which are the sensor size of cameras and the focal length of the 

employed lenses. Photogrammetric methods provide spatial points at every pixel and the 

accuracy of the image can be quantified using the pixel sizes. A well planned 

photogrammetry setting, which is the combinations of the camera, lens and survey distances, 

is essential to obtain the required pixel size to cover a given area by using the combinations 

of the factors. The scale of digital images is estimated by the ratio between the size of a 

pixel on the image sensor and the size of a pixel on the real object as presented in Eq. (2-26). 

This ratio varies with the focal length of the lens and the camera distance from the object. 

Ground⁡pixel⁡size⁡(GPS) =
d

f
× Sensor⁡pixel⁡size⁡(SPS) (2-26) 

where d is a camera distance and f is a lens focal length. For example, using a DSLR 

camera Nikon D7000, GPS values are depicted with camera distances using three different 

focal lengths in Figure 2.16. If the required pixel size is 1 mm, photograph distances are 

varied with the employed focal lengths. A shorter focal length, 24 mm lens, requires a 

closer photographing distance (5.6 m) than a 85 mm lens (17.8 m).   

 

Fig. 2.16 Ground pixel sizes paired with three different focal lengths 

However, it is important to note that the point intervals of 3D images are different from 

GPS values. The obtained pixel sizes of 3D models depend on the algorithms of employed 

photogrammetry codes. The acquired point data from remote sensing methods is formed as 

3D point clouds. An interpolation process is required in the next stage to create a regular 

grid which forms a surface topography. The details of the photogrammetry processes are 

well covered in the literature (Poropat, 2008; CSIRO, 2012; Birch, 2006). Thus, in the 
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photogrammetry process, range measurement resolutions may be not linearly proportional 

to the variations of the combination of sensor sizes and focal lengths. Poropat (2008) 

reported that 3D point cloud data, which are randomly scattered, are linked to form a 

triangulated network resulting in a regular grid through some forms of photogrammetric 

processing. The image resolution of 3D models is a kind of camera factors which lead to 

image based errors. The influence of the image resolutions are in-depth discussed in this 

study. 

Lens distortion is one of the most significant factors that can lead to systematic errors and 

needs to be taken into account for any photogrammetric application (Dai & Lu, 2010). The 

lens distortion is composed of two types of distortions, which are the radial distortion and 

the decentering distortion (Fraser, 1996). The decentering distortion occurs when the set of 

lenses of a photogrammetry setup are not collinear. In case of the radial distortion of a 

single optical lens, the distortion effect is magnified along the radial direction of the lens; 

thereby the sizes of the errors are dependent on the distance from the centre of the images. 

The influences of the lens distortions and principal distances can be reduced by adjusting 

the relative parameters through a camera calibration procedure. Currently, three 

representative commercial-grade digital photogrammetry packages ‘Sirovision’ (CAE), 

‘3DM Analyst’ (ADAM Technology) and ‘ShapeMetrix3D’ (3G Software and 

Measurement) require periodic calibration of the employed lens and camera combination or 

support for the calibration in the camera and lens data (Haneberg, 2008). 

The photogrammetry packages mentioned above provide a function to calibrate for the 

employed lenses. ShapeMetriX3D provides a tool for camera calibrations using targets 

containing a regular pattern of dots (Gaich et al., 2006). 3DM Analyst employs 11 camera 

parameters to calibrate lenses with an accuracy of from 0.1 to 0.2 pixels (Birch, 2006). A 

window shot of the calibration procedure is demonstrated in Figure 2.17. Siro3D (CSIRO) 

also operates modules to calibrate the employed lenses. The module uses either a set of lens 

generic calibration or custom calibration data. The generic calibration is accurate to 

approximately 1:2,000.  

In the case of the custom calibrations, the specific employed cameras and lenses can be 

calibrated using appropriate camera calibrator software such as ‘iWitness® (Photometrix)’. 

The calibration files saved using these programs supply the ‘.iwp’ format files which can be 

read by ‘Siro3D’. The calibration data can also be input manually. ‘Siro3D’ provides 
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facilities to add the distortion data to an image. Adding calibration to an image can be 

performed by simply selecting a set of images. After selecting the image files, the custom 

calibration files (<name>.ccf) for the particular focal length are then selected. If any custom 

file is not available, a generic calibration is then possible. 

The principal distance of a camera is defined as the distance of the perpendicular line from 

the centre of the lens employed to the projected plane of the camera. This distance can also 

cause a systematic error of the 3D images. The errors can be reduced when the object is 

positioned along the optical axis.  

 

Fig. 2.17 Colour-coded lens distortions of a 28 mm lens (Birch, 2006) 

 

2.8.2 Planning errors 

In photogrammetry surveys, planning factors such as baseline distances, photograph 

overlaps, angles of incidence and camera intersection angles represent camera network 

geometry influences on the accuracy of 3D models. The camera networks, which indicate 

the positions of cameras and objects, are decided by the purpose of the survey in the 

planning stage. The camera positions and the angles of photographs according to the survey 

purposes have influence on the all relevant factors mentioned above. In order to create 

accurate 3D images, the camera networks should be properly controlled based on the 

understanding of following the recommendations in the survey planning stage.  
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Depth accuracy is a term to explain the accuracy of the view direction compared to the plan 

view. The depth accuracy of 3D images depends on the base-to-distance ratio. It is known 

from Eq. (2-27) (Birch, 2006) that the depth accuracy is improved when the baseline length 

is increased. However, photogrammetry software suggests an effective range of the ratio for 

creating the best matching 3D models. In addition, in a general photogrammetry setup for 

rock slope surveys, the large base distances of the stereo photographs result in two different 

views. This may lead to difficulty in recognizing common points in the matching process of 

photogrammetry (Birch, 2006). 

Depth⁡accuracy = Planimetric⁡accuracy ×
Distance

Baseline
  (2-27) 

Practically, photogrammetry programs recommend a desirable range of base-to-distance 

ratio ranging from 1:10 to 1:2 (CSIRO, 2012; Birch, 2006) for rock slope surveys. However, 

the idea of baseline distance ratio may not look as simple when the camera positions are not 

equidistant from the rock slope cuts being imaged (CSIRO, 2012). This can be more 

influential if the images are taken at close distances. This means that the baseline distances 

can influence differently according to the positions of targets in the same image. 

The numbers of overlapped images and their overlapping percentages also influence the 

accuracies of 3D models (Dai and Lu, 2010). To obtain accurate 3D images, it is important 

to strike a balance between the levels of image density needed, completely covering the area 

with overlapping stereo images and photogrammetry processing time (Matthews, 2008). 

The overlapping percentage to obtain the best stereophoto pairs is also related to the 

employed photogrammetric algorithms. The recommended stereophoto pairs generally have 

an overlap of more than 60 % (CSIRO, 2012; Matthews, 2008).  

The angle of incidence is the angle between the optical axis of the lens on a surface and the 

line perpendicular to the surface. It should be noted that this angle should be reduced to 

obtain accurate 3D models. Orthogonal photographs are thus desirable for minimizing the 

image base errors. However, in a close camera distance to an object surface, the incidence 

angles can be different for the areas of interest due to the irregular shapes of the surface to 

the camera axis. This is a reason why the accuracy and precision of 3D images can be 

different in accordance with the positions of objects on a 3D model. 
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Occlusion and orientation bias, which result in shadow zones or missing spatial parts in the 

3D models, are major limitations of remote sensing methods (Sturzenegger, 2010). These 

errors are caused by missing data when protruding parts hide a part of the rock surfaces or 

when the surface orientations are parallel to the angle of the line of view as shown in Figure 

2.18. The camera positions should be planned to avoid or minimize the influences of both 

errors through careful observations of the rock cuts of interests. 

In photogrammetry applications, many uncertainties in the field such as environmental 

conditions including lighting directions and view angles make independent error assessment 

difficult. In this study, the influence of camera incidence angles and camera intersection 

angles are discussed by comparison of test results between a set of laboratory test and 

considerable field test results in Chapters 5 and 6. 

 

Fig. 2.18 Illustration of occlusion and vertical orientation bias, Side view (a), Front view (b), 

Rock cut view from the camera/scanner perspective, showing discontinuity traces 

(Sturzenegger and Stead, 2009) 

2.9 Conclusions 

This chapter reviewed literatures on relevant conceptual areas in relation to the 

investigation of rock joint roughness using photogrammetry. The main ideas are presented 

in the following four categories. 

Firstly, this study focuses on the roughness data of exposed joint planes among the 

information obtained from the surfaces of exposed rock masses. The literature review 

covered the practical application of rock joint roughness data from the evaluation of the 
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roughness to the use of the roughness in engineering practice. Typical roughness profiles 

have been used as a standard for the quantification of roughness. The investigation methods 

in sites and laboratory conditions were discussed in detail. The level of accuracy for the 

measured roughness data depends on the measurement device such as profilometres and 

profile gauges. In manual measurement, the traditional profile gauges (0.5 ~ 1.0 mm 

intervals) have been widely used as a standard for the level of accuracy of roughness in rock 

engineering.   

Secondly, this study reviewed roughness parameters in relation to the rock surface 

investigations. Recently, the studies on roughness characteristics obtained from remote 

sensing techniques have been preferably discussed using three dimensional parameters. 

However, with consideration for the usability of manual measurement and for survey 

techniques, two dimensional roughness parameters can be more appropriate to investigate 

the extent of accuracy of photogrammetric 3D models. The typical JRC ranges introduced 

by Barton et al. (1977) and ISRM (1978) have been largely employed for the joint 

roughness investigations. To establish the best combination with the JRC ranges, many 

researchers have tried to apply different roughness parameters to the regression functions. 

These mathematical approaches, which involve the limitations of the mathematical 

representation to define the JRC ranges, however have offered the possibility to be used for 

the quantification of JRC values by using 3D surface models.  

Thirdly, this study discusses the feasibility of photogrammetry as a tool for roughness 

investigations. 3D surface models, which are obtained by applying close-range 

photogrammetry, can provide information on the roughness of the object surfaces. The 

availability of survey technique including digital cameras and the increasing capability of 

computer programs have expanded the feasibility of photogrammetry technique to an 

alternative way of the traditional profilometers. However, the extent of accuracy has not 

been sufficiently investigated. It is because that photogrammetry has been used for analyses 

focusing on large scale models. As photogrammetric survey methods are developing, the 

level of accuracy for roughness investigations should be established to the best advantage of 

this technique.  

Fourthly, the accuracy of photogrammetric roughness data has been an important issue. 

However, relevant studies have been insufficiently discussed due to a number of influential 

factors. The relevant errors can be induced by both the camera factors and the planning 
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factors. The optical limitations which directly govern the resolution of images can be 

estimated by using the combinations of the equipment employed. However, the most 

uncertainties by external factors derived from the irregularity of objects and the changes of 

camera networks. The extent of accuracy for the obtained roughness from photogrammetry 

has not been appropriately established.      

As reviewed in this chapter, the research scope is focussing on the accuracy of 

photogrammetric roughness data in two dimensional conditions. This has been achieved by 

experimental studies based on photogrammetry surveys and laboratory tests throughout this 

PhD study. The following chapter contains the fundamentals of stereo photogrammetry and 

the methods of profile extraction from 3D images to assist field surveys and post processing 

for successful data collections planed in this study.   
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3 METHODOLOGY 

3.1 Introduction 

This chapter reviews the process of the study. The research methodology is classified by the 

following three main categories. The first phase of this study is to collect roughness data by 

performing photogrammetry in various site surveys. In this phase, the obtained JRC data are 

applied to practical engineering issues as a parameter and the results can derive the 

limitations and problems of the JRC values obtained from photogrammetric method. 

Secondly, the main aim of this phase is to develop a model which can estimate global 

photogrammetric errors for JRC estimation in an ideal laboratory condition. A set of 

photogrammetry laboratory tests is conducted and the data is statistically analysed. In the 

third phase, the feasibility of the developed model is verified by a statistical analysis using 

collected JRC data obtained from the site surveys in the first phase. The process of this 

study is briefly demonstrated in Figure 3.1.  

This chapter presents the methodology of the first phase. This includes overall 

photogrammetry methodology employed in this study from the planning to the procedures 

of post-process. This also summarizes the photogrammetry site surveys and the equipment 

employed. The methodology of the second phase and the third phase of this study are 

discussed in detail in Chapter 5 and Chapter 6 respectively to enable streamlined 

discussions related to the subjects.  

 

Fig. 3.1 Research methodology flowchart 
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3.2 Data collection 

3.2.1 Digital photogrammetry 

The methods of photogrammetry have been developing for over a century, while digital 

photogrammetry only began to be used in early 1990’s (Baltsavias, 1999). Close range 

digital photogrammetry has developed in rock slope engineering, especially in situations 

where manual investigations may be dangerous and impractical. Even though the use of 

laser scanning has strongly increased to investigate rock slopes, photogrammetry has 

advantages over terrestrial laser scanners in terms of cost, convenience and a variety of 

other factors. Further, close range photogrammetry, which takes images at relatively small 

distances from tens to hundreds of metres, allows the use of DSLR cameras rather than 

more expensive devices for long range photographs. 

The mounted higher resolution sensors on readily available DSLR cameras have enabled 

photogrammetry to produce high density 3D images. In the case of a 10 megapixel DSLR 

camera, high density images from 800,000 to 900,000 points, can be created to make 3D 

images (Haneberg, 2008). There are three main parameters which control average point 

spacings: camera sensor size, lens focal length and camera-to-object distance. These 

parameters should be mutually adjusted in photogrammetry surveys to obtain the desired 

resolutions from 3D images.  

 

Fig. 3.2 Geometry for the determination of the position of a point in object space using 

photogrammetry (Poropat, 2006) 
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The principle of photogrammetry can be explained by the calculation of 3D coordinates 

based on the coordinates of images, employed camera parameters and ground control points 

(Wolf and Dewitt, 2000). In the pair of images, the stereoscopic parallax, which is the 

position change of an object with respect to the changed camera locations, demonstrates the 

principle of photogrammetry as shown in Figure 3.2. In the 3D coordinate system, the x 

coordinates of the point P on both images are located in different positions as PL and PR. 

Accordingly, the 3D position of point P is identified using relationships between the relative 

positions obtained from the images and the camera perspective centre. In practice, this 

extensive calculation is generally performed by photogrammetry algorithms. 

Photogrammetric methods create 3D images using two or more images. Stereoscopic 

images are produced by taking two images from two different camera positions. 3D models 

are achieved from the overlapped area of both images (see Fig. 3.3). For example, a slope 

surface can be photographed and the 3D image of the overlapped area is generated by a 

photogrammetry program. To obtain better 3D images, after the size and area of interest is 

established, the most effective photo layout for the area should be determined. It is 

important to mention that the overlapped portion should be more than 25 % of the image 

area when taking photographs (CSIRO, 2012) and the best stereo image pairs have an 

overlap range of 50 to 60 %.  

 

Fig. 3.3 An example of image capture setup for 3D model  
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Based on the principle of stereo photogrammetry, various photogrammetry programs have 

been developed for creating 3D models. Autodesk 1, 2, 3 (Autodesk) is a representative 

freeware at present, which enables anyone to create 3D models. For specialized purposes, 

several commercial grade photogrammetry programs have been developed and used in 

various industries. The programs provide functions which allow practitioners to identify the 

orientation of discontinuities and to extract roughness profiles from the 3D models. 

There are three major photogrammetry software packages. The first code is Sirovision 

(CAE) which was developed by the ‘CSIRO Mining and Exploration Division’ in Australia. 

Secondly, ShapeMetrix3D was developed by ‘3G Software and Measurement’ in Austria. 

The third is 3DM Analyst from ‘ADAM Technology’ in Australia. In terms of the 

procedure for creating 3D models, the three packages are the same in principle and have 

similarities in their procedures (Haneberg, 2008). This study uses ‘Sirovision’ as a 

photogrammetry code. Thus, the details of methodology described above refer to the 

procedures from Sirovision (CSIRO, 2012). Differences in the details of field procedure 

with Sirovision are described in the papers by Gaich et al. (2006) and Birch (2006).  

 

Fig. 3.4 Description of the work flow for 3D image generation (CSIRO, 2012) 

Captured images produce arbitrarily scaled data through an automated coordinates matching 

process to find corresponding image points on pairs of images. The 3D models are then 
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oriented and scaled appropriately through a geo-referencing procedure. The surveyed 

locations of the cameras and target points during photogrammetry investigations are 

required for the orientation and scaling of the 3D image. It enables the 3D models to have 

exact bearing angles and dimensions. Figure 3.4 shows a procedure for the generation of 3D 

images from photogrammetric methods based on ‘Sirovision’. 

As discussed in Section 2.8.1, the density of the produced 3D images is not simply 

predicted due to various field conditions. For engineering purposes, the roughness of a rock 

surface has not been sufficiently investigated using photogrammetry, so the appropriate 

scales of 3D images for roughness estimation can be an issue. The pixel sizes of 3D images 

can be roughly predicted by both a brief estimation of the pixel size and a guideline 

supported by previous studies (ADAM technology, 2008).   

Alternatively, another photogrammetry process, the structure from motion (SfM), has 

been also used for a wider variety of purposes, as it provides a high level of flexibility 

in terms of availability in both planning and equipment. SfM has been developed to be 

more user-friendly by determining internal camera geometry and camera position and 

orientation automatically and by using consumer-grade cameras. The applications of 

SfM have been used for various geoscience applications, from topographic landscapes 

to small scale objects. The advantages of the SfM technique over traditional digital 

photogrammetry methods have been reported by many researchers (James & Robson, 

2012; Westoby et al., 2012; Fonstad et al., 2013; Bemis et al., 2014; Micheletti et al., 

2015). This method requires multiple photographs with large overlap collected from 

different positions and directions. For this technique, a variety of cameras and software 

can be used to obtain the photographs to be used in the processing, including cameras 

built into UAVs and kites (Niethammer et al., 2012; Vasuki et al., 2014; Bemis et al., 

2014; James & Robson, 2014; Ryan et al., 2015).   

3.2.2 Camera and control points positions 

The next consideration when designing the stereo photogrammetry layout is the camera 

positions that are required for establishing appropriate camera distances from the targets (S) 

and between the two camera positions (d). The camera distances (S) are normally 
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determined by the required size of the footprint of images, and the distances (S) can be 

approximately measured by a laser rangefinder.  

 

Fig. 3.5 General layout for camera positions (CSIRO, 2012)  

The baseline length (d) is the distance between two camera positions. This value should also 

be approximately determined to obtain an effective photograph layout. Based on the 

camera-to-object distance, 1/6 ~ 1/8 of the target distance is recommended as an appropriate 

baseline length (CSIRO, 2012) (See Fig. 3.5). The suggested baseline-to-distance ratio 

varies with the photogrammetry algorithms employed. The camera locations can be marked 

by nails or flags and then surveyed using a GPS device or a survey instruments such as a 

total station.  

However, it is worth mentioning that the preferable baseline-to-distance ratio can be varied 

with the employed focal length of lenses when the same camera axis is used. Considering 

the most effective photograph overlap layout (60 %), the overlap areas, which are taken at 

the same camera positions, are varied with the focal lengths (See Fig. 3.6). The view 

direction should be considered in relation to the planning error factor of the incidence angle 

of cameras as presented in Section 2.8.2. 

The usual arrange of the camera setup is that the base of the stereo camera setup is parallel 

to the plane of the object view, and the line of sight from the camera intersects the object 

plane orthogonally as demonstrated in Figure 3.6. Interestingly, Dai and Lu (2008) 

presented that an oblique angle between both stereo cameras can minimize the systematic 

error caused by lens distortion. The influence of camera position is well demonstrated using 

the relationships between the point locations in their study. 
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Fig. 3.6 Stereo pairs taken at the same camera positions according to the focal lengths 

This means that if the angle between the optical axes of the stereo cameras is close to a right 

angle (90˚), the errors due to the incidence angles are reduced. However, orthogonal 

photographing of objects is normally recommended to achieve the best result for 3D 

modelling. In this study, photographs are taken in an orthogonal direction to the object in 

the laboratory tests, and the slopes in the field photogrammetry surveys. The orientation of 

the line of sight is specified by a bearing angle of cameras to the north. 

The photogrammetry programs support several different procedures to determine the 

positions and orientations of cameras. As a process of the data setup, the positions and 

orientations of cameras can be determined by importing the survey data. The camera 

locations are normally recorded by reading a GPS device. Then, the surveyed geographic 

coordinates of the cameras and control point positions are requested to complete the geo-

referencing procedure for creating 3D models. The original coordinates are expressed by the 

geographic latitude and longitude system. The ellipsoidal coordinates can then be translated 

to the Cartesian coordinates by mathematical calculations. The calculations are carried out 

using the GRS80 ellipsoid in this study. The GRS80 ellipsoid is used for Australia’s new 

coordinate system. The conversion procedure is well presented in Geoscience Australia 

(www.ga.gov.au). The geographic Cartesian coordinates, easting, northing and the 

elevations of the positions are used for the surveying information. Table 3-1 presents an 

example of the survey data of the Bethania slope which is one of the survey sites performed 

in this study. 
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The format of survey data is a standard ASCII text file with either 3 or 4 columns of survey 

data. Generally, photogrammetry for large scale 3D models requires that surveyed control 

points should be placed with a preferred arrangement. Figure 3.7 demonstrates an example 

of a control point marked on a large mining site. The ground control point is a position that 

has been surveyed and marked for use as a spatial reference. However, in close range 

photogrammetry, surveyed ground control points are not always required. It depends on the 

purposes of the survey. For a geo-referencing of a small scale object, by placing an object 

of known length, such as a scale bar, an accurate scale 3D model can be created. Current 

photogrammetry codes also provide various options to achieve geo-referencing for the cases 

when the survey supports are not available.  

Table 3-1. An example of survey data (Bethania, Brisbane) 

Positions Geographic coordinates 

Easting Northing Elevation 

Camera #1 

Camera #2 

Control point #1 

Control point #2 

515789.297 

515784.325 

515763.245 

515734.675 

6935706.919 

6935707.444 

6935723.345 

6935745.645 

125 

126 

128 

129 

 

Fig. 3.7 An example of ground control points; selecting a ground control point (a), zoom 

window of the control point (b) (CSIRO, 2012) 
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3.2.3 3D model creation 

The conditions of image acquisition largely depend on a variety of camera options. 

Essential recommendations in the use of digital cameras will be thus highlighted in this 

section. First of all, the preferable image format for image acquisition is the ‘RAW’ format, 

which is the highest resolution and contains the original information of the images. 3DM 

Analyst (ADAM Technology, 2002; Matthew, 2008) and Sirovision (CSIRO, 2012) 

recommend using ‘RAW’ format images and converting the original images into ‘TIFF’ 

format. JPEG images are not suitable for post processing.  

Secondly, in the case of camera modes, it is also recommended that aperture priority 

exposure mode (A or Av), which uses a specific aperture value, is preferable to control 

lighting and the depth of field. It is recommended that an aperture of f/8 provides a good 

depth of field resulting in easy focus (CSIRO, 2012; Matthew, 2008). In terms of focus 

setting, the manual focussing mode can help to keep the same focal distances for both 

images in the stereo sequence, although autofocus is also available. Matthew (2008) 

proposed that a shutter speed of at least 1/200th of a second is normally required for 

handheld photography without a tripod to support the camera. However, the use of a tripod 

is necessary, not only for obtaining better quality images in terms of the accuracy of 3D 

models, but also for the accurate operation of the camera axis. This is especially important 

when photographs are taken at close distance from the objects. 

Using captured images in stereo photography, 3D models are created by using a 

photogrammetry code. In this study, topographical information of selected rock slopes are 

analysed using a software package ‘Sirovision’ (http://www.sirovision.com/). The 

Sirovision package includes two different modules which are ‘Siro3D’ and ‘Sirojoint’. 

‘Siro3D’ creates 3D models from captured digital images and ‘Sirojoint’ analyses the 3D 

images for the structural characterization of joint sets. Figure 3.8 demonstrates a 3D model 

which was obtained from two digital images taken at a cut slope in Bethania. This 

excavated rock cut has a height of around 20 m height and the stereo images were taken at 

33 m distances. 

http://www.sirovision.com/
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Fig. 3.8 A 3D image of Bethania slope which was generated by ‘Siro3D’ 

In order to create a 3D image, the following stages are required: 

① Processing the images to correct the effects of lens distortion: lens calibration 

② Selecting an area to be overlapped from which a 3D model is to be made 

③ Matching the image data for the two images being used to create the 3D model 

④ Determining the orientations of the left and right 2D images: geo-referencing 

Details of each stage will be described in the following section.  

3.2.4 Camera and lens calibration 

To remove the errors induced by the camera and lens distortions, calibration of the camera 

and lenses is required prior to the 3D model creation procedure. Sirovision provides two 

options for the calibration procedure. Firstly, generic calibration data can be used for the 

combination of the employed camera model and the lenses. Figure 3.9 demonstrates the list 

of supported cameras and corresponding lenses in the use of Sirovision. Secondly, the 

camera/lens combinations can be specifically calibrated using the camera calibrators 

supported by the photogrammetry program distributors or alternatively using the 

widespread calibrator, iWitness® using a custom calibration option. The images are usually 

recorded as TIFF format files. The data in the TIFF images identify the camera model and 

the nominal focal length of the lens. However, the data is not enough to build accurate 3D 

images. In this study the generic calibration option is used because the employed camera 

and lenses are fully supported by Sirovision.  
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Fig. 3.9 List of supported equipment by Sirovision; cameras (a), lenses (b) 

3.2.5 Selecting an area and matching data 

The next step is selecting a stereo image pair. The process of selection is performed by 

selecting four corner points on both images. The points should be fixed at the same 

positions on the left and right images. The matching process can then be performed 

automatically using the left and right images. The process is done by searching an area in 

the second image to find points that are the best matches for points in the first image. In this 

process, matching is not for every pixel in the images, but users can define the number of 

necessary pixels in the task setup. The matching results, indicated by a black and white area, 

are displayed as the routine progresses over the selected area. The white area indicates good 

matching as shown in Figure 3.10. If a matching success is greater than 95%, the results are 

generally good. However, if matching results are less than 85%, the results can be 

considered as poor (CSIRO, 2012).  

 

Fig. 3.10 Window showing a matching result (CSIRO, 2012) 
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3.2.6 Geo-referencing 

Geo-referencing is the process to establish the coordinates of a sing 2D image, stereo pairs 

of 2D images, a single 3D image and a mosaic of 3D images. Photogrammetry codes 

provide various options for this process, so that the 3D images are correctly located and 

scaled in the required coordinate system. For large scale objects, the ground control points 

should be placed so that at least three control points can have a relative position to each 

other, thus forming a triangle arrangement. In small scale objects, small targets or scale bars 

can be used as the ground control points. The accuracy of geo-referencing is proportional to 

the accuracy of the roughness data obtained from the 3D images. As the JRC of rock joints 

is sensitive to minor variations in the profile dimensions, it can be subject to a large range 

of errors according to the accuracy of the geo-referencing. In most cases, it is difficult to 

apply conventional geo-referencing methods to the high resolution 3D images because the 

spatial extent of the images is limited to surveyed control points in the images. Hence, a 

technique which uses virtual ground points from the lower resolution 3D images was 

developed by Guo et al. (2011).  

The terms, azimuth, elevation and tilt are used to describe the line of sight of the camera. 

Bearing which is referenced from north or south and the angle to the east or west from the 

north-south meridian is also a useful term. Azimuth is the direction of the line of sight 

relative to north in a horizontal plane as shown in Figure 3.11. Elevation is the angle 

between the line of sight and the horizontal plane. Tilt is the angle between bottom line of 

the camera and the horizontal plane.  

 

Fig. 3.11 Definition of azimuth, elevation and tilt for camera orientation 
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The survey data, which is mentioned in Section 3.3.3, is imported as an ASCII text file. The 

survey data can be edited according to the results of the geo-referencing. During geo-

referencing, the camera positions and orientation can also be checked by the prompted 

displayed information following each input stage. Generally, the geo-referencing procedure 

requires following input of field measurement (CSIRO, 2012).   

① Left camera position: easting, northing, height 

② Bearing from left camera to the centre of the image 

③ Elevation from the left camera to the centre of the image 

④ Tilt of the left camera (usually “0” if the camera has been levelled using a levelling 

plate 

3.3 Analysis of directional roughness profiles 

3.3.1 Use of 3D models 

The extraction of directional roughness profiles from 3D surface models is a distinct 

procedure for roughness analyses. Section 2.7.2 briefly indicates that in laboratory 

conditions, the roughness profiles of objects in any direction can be extracted by controlling 

the object positions. The use of data transformation to create roughness profiles for a 

specific direction has been well documented in the literature (Baker et. al., 2008; 

Haneberg, 2007, 2008). As discussed in their studies, a rotation procedure for the 3D 

model is generally required in order to obtain the coordinates of a profile for a specific 

direction from a 3D surface model of real slopes. In practice, with the function of profile 

extraction from a surface model, the creation of profiles at positions of interest may be a 

complicated procedure and the selection of an area for positioning of profiles on the 

surface model can also therefore be inaccurate.  

Haneberg (2007) presented a useful method to produce roughness profiles in any 

direction by using a rotation and interpolation matrix from 3D images. This 

interpolation is performed by rotations based on the correlation between the azimuth of 

the dip-line of planes and the directions of the profiles. Similarly, using the large scale 

roughness of discontinuities, to extract the undulation of the profiles, a MATLAB® code 

was recently investigated by Markovaara-Koivisto and Laine (2012). For practical 
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application of 3D models for directional investigations, these applications are useful to 

obtain and analyse roughness profiles in specific directions for the exposed joint 

surfaces of interest in relation to the geological important directions such as dip and dip 

directions.  

In this study, the roughness profiles obtained from 3D photogrammetric models are 

compared with the results of manual measurements. In terms of the accuracy of the 

positions of the profiles, the coordinates of the profiles on the 3D models can be directly 

extracted from the 3D coordinates. This process uses a simplified method to extract 

roughness profiles from regularly gridded surface models by using point distances of 

roughness profiles from a guide line. This chapter reviews the methods of the extraction of 

directional roughness profiles for both methodologies: a rotation methodology using 

MATLAB® codes and a simplified method using point distances of the profiles. 

3.3.2 Data rotation and extraction using MATLAB® 

MATLAB® (The Mathworks Inc.) has been used as the main code to rotate 3D point clouds 

and extract roughness profiles. In photogrammetry analysis codes, their algorithms have 

been improved by developing better codes to produce an accurate simulation of objects and 

a user-friendly graphic interface (Madeira et al., 2010; CSIRO, 2012). MATLAB® is a well-

suited platform for analysing 3D data using powerful matrix calculation tools. Further, this 

code provides effective functions to visualize 3D images. This advantage enables 

researchers to approach the analyses of rock joint structures in both 2D and 3D conditions. 

As an example, Markovaara-Koivisto and Laine (2012) recently presented a MATLAB 

code for visualising the results from scanline surveys as traces in 2D and 3D conditions.  

This study presents a MATLAB code to change the orientations of a 3D joint plane to 

match the orientations of the measured profiles. The methodology for extracting roughness 

profiles from 3D images can be divided into three main steps. The first procedure is the 

acquisition of the coordinates of 3D photogrammetry models. Secondly, the obtained 3D 

data are rotated to match the orientation of the profiles of interest along manually measured 

profiles. Lastly, the coordinates of the roughness profiles are extracted in ASCII data format 

to estimate JRC values.  
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The coordinates of 3D point clouds are exported from 3D photogrammetric models. 

Generally, the photogrammetry codes provide a function to save a text file containing the 

coordinates into two different forms of X, Y, Z arrays. These data consist of Easting (X), 

Northing (Y) and Elevation (Z). Using the coordinates, 3D point clouds can also be 

imported and plotted to various visualization programs such as AutoCAD (Autodesk), 

Meshlab (Visual Computing Laboratory), AutoCAD civil 3D (Autodesk) and MATLAB®. 

The rotated coordinates of point clouds are then calculated with an orientation matrix. 

As the first procedure, the dip directions and dip angles of the geo-referenced joints should 

be defined. As shown in Figure 3.12, if we are considering a plane surface, which is 

composed of N points and passes through the centroid of the point clouds, the joint surface 

can be described by a unit normal vector, 𝑛 = {𝑛𝑥 , 𝑛𝑦, 𝑛𝑧}. In this space, it can be assumed 

that the positive x-axis corresponds to east, the positive y-axis corresponds to north and the 

positive z-axis represents elevation. The azimuth (θ) of the dip direction of the plane can be 

expressed as Eq. (3-1) and the dip angle (δ) of the plane can be calculated by Eq. (3-2).  

𝜃 = 𝑎𝑟𝑐𝑡𝑎𝑛 [𝑠𝑔𝑛(𝑛𝑧)
𝑛𝑥

𝑛𝑦
]  (3-1) 

𝛿 = −𝑎𝑟𝑐𝑡𝑎𝑛 [
𝑛𝑧𝑠𝑔𝑛(𝑛𝑧)

√𝑛𝑥
2+𝑛𝑦

2
] + 90° (3-2) 

When nz is larger than 0, sgn (nz) is + 1. If nz is less than 0 sgn (nz) is – 1.  

 

Fig. 3.12 The unit vector, n, shown perpendicular to the joint plane 

The rotated coordinates of point clouds are calculated with an orientation matrix. Haneberg 

(2007) presented a three dimensional rotation matrix (Eq. 3-3). Using this matrix, data 

rotation can be performed subsequently using the methodology of data rotation. 
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{
𝑥′
𝑦′

𝑧′

} = [
−𝑐𝑜𝑠𝜃 𝑠𝑖𝑛𝜃 0

−𝑐𝑜𝑠𝛿⁡𝑠𝑖𝑛𝜃 −𝑐𝑜𝑠𝛿⁡𝑐𝑜𝑠𝜃 −𝑠𝑖𝑛𝛿
−𝑠𝑖𝑛𝛿⁡𝑠𝑖𝑛𝜃 −𝑐𝑜𝑠𝜃⁡𝑠𝑖𝑛𝛿 𝑐𝑜𝑠𝛿

] {
𝑥
𝑦
𝑧
}  (3-3) 

After the dip direction and dip angle are defined, the rotation procedure can be performed 

and divided into three stages based on the axes parallel and perpendicular to the dip line. 

The first rotation is about the z axis, as shown in Figure 3.13 (a), so that the dip direction is 

parallel to the x and y axis. The second and third rotations of the plane are into the x and y 

axes. As an example, an upward rotation is schematically presented in Figure 3.13 (b).    

Using a MATLAB® program, the point clouds are rotated to match the measured profiles, 

which are the roughness profiles of interest, to the dip lines of the planes. This study 

introduced a MATLAB® script for the application of the orientation matrix to rotate the 

imported coordinates of the point clouds. The rotations in 3D space have 3 different 

matrices for the x, y and z axes. Consequently, using the angles of rotation about each of the 

axes, the final positions of point clouds can be obtained by multiplying the three matrices. 

The rotation angles about the axes are determined by subtracting the values based on the dip 

direction and the dip angle of the joint plane of interest.  

 

Fig. 3.13 Data rotation by orientation matrix; z axis rotation (a), x and y axis rotation (b)  

According to Euler’s theorem, the rotation of a point in 3D space can be described using 

three angles which are about the x, y and z axes. If the rotations are described by matrix 

forms, the rotation matrix can be written as follows; 

𝑅 = [

𝑎11 𝑎12 𝑎13
𝑎21 𝑎22 𝑎23
𝑎31 𝑎32 𝑎33

]    (3-4) 
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The rotation using matrix R can be divided into three stages. If the three angles are defined 

as 𝜙 for z axis, 𝜃 for x axis and 𝜓 for y axis as shown in Figure 3.14, the rotation of a point 

is performed by combining individual rotations about each axis using the following orders.  

First, the rotation about the z axis is calculated by applying matrix Z. Then, the rotation 

about the x axis is applied using matrix X. Finally, the rotation about the y axis is performed 

using matrix Y. Thus, as a result, the rotation matrix R is given as R = ZXY. The rotation 

matrices can be written as follows: 

𝑍 = [
cos𝜙 sin𝜙 0
− sin𝜙 cos𝜙 0

0 0 1

]    (3-5) 

𝑋 = [
1 0 0
0 cos 𝜃 sin 𝜃
0 − sin 𝜃 cos 𝜃

]    (3-6) 

𝑌 = [
cos𝜓 sin𝜓 0
− sin𝜓 cos𝜓 0

0 0 1

]    (3-7) 

Therefore, each element of matrix R is calculated as follows: 

𝑅 = [

cosψcosϕ − cosθsinϕsinψ cosψsinϕ + cosθcosϕsinψ sinψsinθ
−sinψcosϕ − cosθsinϕcosψ −sinψsinϕ + cosθcosϕcosψ cosψsinθ

sinθsinϕ −sinθcosϕ cosθ
] (3-8) 

The rotate function in MATLAB® rotates objects in 3D space. In order to rotate an object 

about a specified origin and direction, the script can be written as follows; 

- rotate (h, direction, alpha) 

- rotate (…, origin) 

The ‘rotate (h, direction, alpha)’ script performs data rotation by alpha degrees. Using this 

script, the ‘direction’ is two or three element vectors which describe the axis of rotation in 

conjunction with the origin of the axis of rotation. Positive alpha angle value is defined by 

the right hand rule, about the direction vector as it extends from the origin of rotation. The 

command ‘rotate (…, origin)’ specifies the origin of the axis of rotation as a three-element 

vector [⁡𝑥𝜃, y𝜃, 𝑧𝜃]. For example, if  the data of a surface is plotted in 3D space and rotated 

25 degrees about the x axis, the MATLAB® script can be written as follows; 
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- hSurface = surf (peaks(20)); 

- direction = [1  0  0]; 

- rotate (hSurface, direction, 25) 

 

Fig. 3.14 Data rotation about z axis (a), x axis (b), y axis (c) 

This rotation transformation modifies the object’s data. Thus, ‘rotate’ changes the values of 

the X data, Y data and Z data properties to rotate graphic objects. If the rotation axis is 

around x axis and y axis, the second script line is described as ‘direction = [1  1  0];’. If the 

data of a surface is rotated along z axis about 45 degrees centred by its centre, the script can 

be written as follows; 

- h = surf (peaks(20)); 

- zdir  = [0  0  1]; 

- center = [10  10  0]; 

- rotate (h, zdir, 45, center) 

Based on these scripts, a MATLAB® code can be developed to rotate the coordinates of 

data. After this re-orientation procedure, the 3D model is arranged along an axis to extract 

the 2D profiles which are located along the same position as the measurement profiles.  

3.3.3 Extraction of roughness profiles and points 

Focussing on the convenience of the comparisons between manually measured profiles and 

the corresponding profiles of 3D images, this study uses a simplified method to extract 

roughness profiles from regularly gridded surface models by using point distances of 

roughness profiles from a guide line. It is assumed that the roughness profile is referenced 
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by an imaginary line which links between the lowest two points of the line. The line lies on 

a more precise location of interest for the comparison of profiles. In the correlated locations 

between the roughness profile and the imaginary line, the roughness profile is defined by 

the shortest distances from the imaginary line as demonstrated in Figure 3.15. The shortest 

distances from the points to the guide line is estimated by Eq. (3-9) ~ (3-11). These 

equations and the general matrix form of point-line distance in three dimension space are 

well demonstrated by Weisstein (2002).    

In Figure 3.15, p0 and p1, the vector along the line specified by two points is identified by 

Eq. (3-9) using their coordinates. 

v = [

𝑥0 + (𝑥1 − 𝑥0)𝑡

𝑦0 + (𝑥1 − 𝑥0)𝑡

𝑧0 + (𝑥1 − 𝑥0)𝑡

]  (3-9) 

The variable t, which is satisfied with shortest distance of each point, is solved by Eq. (3-

10):  

t = −
(𝑝0−𝑝𝑛)∙(𝑝1−𝑝0)

|𝑝1−𝑝0|
2     (3-10) 

The shortest distances of points to the imaginary line between p0 and p1 are estimated by Eq. 

(3-11).  

𝑑2 = [(𝑥0 − 𝑥𝑛) + (𝑥1 − 𝑥0)𝑡]
2 + [(𝑦0 − 𝑦𝑛) + (𝑦1 − 𝑦0)𝑡]

2 + [(𝑧0 − 𝑧𝑛) + (𝑧1 − 𝑧0)𝑡]
2  (3-11) 

Visual comparisons between the measured profiles and the photogrammetric profiles are 

carried out using AutoCAD Civil 3D ver. 2015 (Autodesk).  

 

 

Fig. 3.15 Coordinates of a roughness profile in three dimensional space 
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3.4 Conclusions 

The methodology of this study is presented in this chapter. The process of this study is 

composed of the three major categories; site photogrammetry surveys, the development of 

JRC error model and the verification of the developed model. This chapter firstly discusses 

essential methods of the photogrammetry setup and the post processing for obtaining 

roughness profiles from the 3D images considering better levels of accuracy. In the first 

phase of this study, various site investigations are carried out based on the guidelines of the 

recommended photogrammetry setups mentioned in this chapter. Stereo images are taken 

considering the various influential factors; image resolutions, baseline distance, geo-

referencing and appropriate camera factors.  

Secondly, this chapter presents the methods of the profile extraction from 3D models with 

emphasis. The MATLAB® scripts for data reorientation are presented in this section. The 

scripts can be used to visualize and rotate the 3D surface models and the codes also take 

into account the extraction of specific roughness profiles from the reoriented 3D models. 

The coordinates of the extracted roughness profiles are used for JRC estimation using the 

results of photogrammetric surveys. A simplified method to extract roughness profiles is 

also suggested in this section. This method can compare the photogrammetric profiles in the 

accurate positions with the measured lines. In this study, the photogrammetric roughness 

data are acquired using this simplified method to ensure matching the positions.  

In the second phase of this study, a set of laboratory tests is performed based on the 

guidelines of the photogrammetry method in this chapter. Using the roughness data 

obtained from the laboratory tests, a photogrammetric JRC error model is developed by 

analysing in statistical analyses. The developed error model is verified by applying the 

collected data from the site investigations. The relevant methodologies are discussed in 

Chapter 5 and Chapter 6 in detail.   
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4 PHOTOGRAMMETRY SURVEYS 

4.1 Introduction 

This chapter describes the conditions of field photogrammetry surveys for the estimation of 

JRC values in this study. Firstly, this chapter summarizes the characteristics of the study 

areas and also introduces the equipment employed in the surveys. The purpose of the field 

study is to obtain rock surface roughness profiles and JRC values using the 

photogrammetric 3D models in order to assess the stability of slopes and related 

phenomenon. Thus, the obtained roughness data are used for investigating the engineering 

issues by using various engineering principles. The relevant case studies will be discussed 

in Chapter 7 in detail. These individual issues have been peer reviewed and published to 

journal articles and conference papers.  

To investigate the accuracy of the obtained roughness profiles, the photogrammetric JRC 

values and roughness profiles of the studied areas are also compared with the results of 

manual measurements. In the second part of this chapter, the overall accuracy of the 

collected photogrammetric roughness profiles is discussed. The collected data from these 

study areas are also used to verify the parabolic error models which will be discussed in 

Chapters 5 and 6.  

4.2 Study areas 

The field investigations were performed at six different sites, where are natural or cut slopes 

on the Gold Coast and in Brisbane, Australia. The slopes are clearly fractured jointed rock 

slopes so that the joint planes can be identified from the areas of the exposed rock surfaces. 

In the surveys, close range stereo photogrammetry created the 3D models of the areas of 

interest. For the selected sample areas, roughness profiles are extracted from the 3D images 

and JRC values are estimated using the digitized coordinates of the roughness profiles.  

As previously mentioned in Chapter 2, the roughness information of rock joints can be used 

for analysing the rock joint shear behaviour. In this study, according to the conditions of the 

slope, the collected JRC values are attempted to be employed to analyse the issues of the 

rock slopes. For example, for a weathered rock slope, the JRC values obtained from the 3D 
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surface model are employed to analyse the stability using a relevant strength criterion. 

These applications are performed to verify the JRC values using the slope features through 

various analysis tools. The details of the field works are summarised in Table 4-1.  

Table 4-1. Summary of field works 

Sites Locations and overview Slope conditions and focussed issues 

1  

 

 

 

Beaudesert- Nerang road,  

Gold Coast 

Slope stability related to weathering 

- Sandstone and argillite 

- Partially failed slope due to rainfall 

- Slope height ≈ 8 m 

 

 

2  

 

 

 

Beaudesert- Nerang road,  

Gold Coast 

JRC estimation with different camera 

distances 

- Shale 

- Slope height ≈ 5 m 

 

 

3 

 

 
 

 

 

Henri Robert Drive,  

Gold Coast 

Block failure analysis 

- Greywacke 

- Partially failed rock blocks due to rainfall 

- Slope height ≈ 25 m 
 

 

4  
 

 

 

Bethania,  

Brisbane 

Rock fall simulation 

- Meta-sandstone and meta-siltstone 

- Cut slope 

- Protection from rock fall hazard 

- Slope height ≈ 20 m 

 

5 Nerang-Murwillumbah road,  

Gold Coast 
 

 

 

JRC estimation with different camera 

distances and focal lengths 

- Sandstone 

- Slope height ≈ 2 ~ 7 m 

 
 

6 Engineering road, Griffith 

University, Gold Coast 

 

 

 

 

JRC estimation with different camera 

distances and focal lengths 

- Sandstone 
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4.3 Equipment 

A Nikon D7000 SLR camera was used to capture digital images of the rock slopes. The 

employed lenses are 24 mm, 50 mm and 85 mm focal length lenses and the selection of 

lenses are dependent on the ranges and survey conditions of the sites. The details and 

specifications of the camera and lenses will be presented in Table 5-3 and 5-4 in Chapter 5. 

Some photogrammetry software companies suggest that a tripod is not necessary for 

photogrammetry field works. However, a tripod and a release shutter can be a preferable 

practice for photographing to create high quality images (Haneberg, 2008). In this study, a 

tripod (Manfrotto) with spirit bubbles is used for setting for the camera being used and a 

release shutter with 1.5 metre wire and a remote shutter are employed to minimise the 

influence of vibration.  

A geological compass (Breighaupt, Gekom) is used to measure dip and dip directions of the 

discontinuities of the joints of interests. Considering an error from the irregularity of rock 

surface, the back base plate was used on the dipping plane. A profile gauge (L=30 cm) with 

1 mm step sizes is used to measure roughness profiles on rock joint surfaces. A handheld 

GPS, GPSMAP 78 (GARMIN), which the accuracy is typically less than 3 meters, was used 

to identify the camera and control point positions. In order to enhance the accuracy of the 

coordinates of camera positions and control points, the measured coordinates can be 

corrected on the basis of a reference point and manually measured length between the 

points. In order to check the all point locations, based on a measured point by the GPS 

device, other points are checked by a comparison procedure using the measured distances of 

the points each other. A laser rangefinder, Forestry Pro (Nikon) was used to measure 

horizontal distances to the rock faces and the elevation angles to control points. This device 

is useful when the manual measurements using line measuring tapes are not available. A 

daytime laser pointer is also used to make a target point on the slope surface of interests. 

This device should be fixed on a tripod to keep a light point at the same positions during the 

stereo photogrammetry. The used equipment is shown in Figure 4.1. 
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Fig. 4.1 Field equipment; Camera & Lenses (a), Tripod & Shutters (b), Targets & 

Measurement devices (distances, locations) (c), Geological compasses (d), Measurement 

devices (roughness profiles, rock joint strengths) (e)  
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4.4 Field surveys for collection of rock surface roughness data  

A part of this section which was published and included in the proceedings of ACG 

conference as follows: 

Dong Hyun Kim, Ivan Gratchev, George Poropat (2013) The determination of joint 

roughness coefficient using three-dimensional models for slope stability analysis. In Proc. 

Slope Stability 2013, Australian Centre for Geomechanics, Brisbane, Australia: 281-289. 

4.4.1 Introduction 

The main objective of this section of the thesis is to investigate the influence of camera-to-

object distances and the focal length of lenses on the roughness profiles and the JRC values 

obtained from the photogrammetric 3D models in various field conditions. In the field 

photogrammetry surveys, pictures were taken at different photogrammetry conditions. The 

orientations and the positions of the selected planes were different in the photographs and 

the surveys were performed varying camera-to-object distances with varying focal lengths 

of lenses. The created photogrammetric profiles are compared with the manual data and the 

results of the accuracy of photogrammetric JRCs are discussed in this section.  

The results showed that the shape agreement of the photogrammetric profiles with the true 

profiles was varied in accordance with the data intervals. The resolution of images was the 

most influential factor which governs the extent of accuracy of photogrammetric profiles. 

There are various other factors which affect the accuracy of photogrammetry models. 

Through the photogrammetry surveys, it was found that the data intervals can be strongly 

influenced by the complexity of the object surface and the relationship between the 

orientations of the surface and the camera axis. Also, the extracted profiles, which were 

corrupted by data noise, tended to overestimate the JRC values. This section discusses the 

accuracy of photogrammetric profiles based on the different photograph conditions.   

4.4.2 Site overview and photogrammetry surveys 

1) Beaudesert Nerang road 

Photogrammetry surveys were performed at natural rock slopes. The first study slope is 

located in Beaudesert Nerang road, Gold Coast. The rock type of the slope is composed of 
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weathered shale and the geological condition will be presented in Section 7.2.2 and 7.3.4 in 

detail. Figure 4.2 demonstrates an example of photogrammetry setups along the section of 

Beaudesert Nerang road.  

Photographs were taken at three different camera-to-object (c-to-o) distances: 2 m, 5 m and 

10 m. The baselines between the two camera positions are approximately adjusted by the 

ratio of 1: 7 for the given distances to the rock cut. Because the study slope was located on 

the corner of a drive way to a house, the photographing was able to be done in the range of 

test distances. The study section, which shows a clean joint surface, was selected to carry 

out photogrammetry tests as shown in Figure 4.3. The height of the selected section of the 

study area, which was around 50 cm from the ground, was relatively low compared to the 

camera heights. The section of interest was marked using two circular targets located 20 cm 

from each other. In the close distance (c-to-c = 2.0 m), the camera heights were adjusted to 

locate the targets in the foot print of each stereo image. 

 

Fig. 4.2 An example of camera setup along Beaudesert-Nerang road 

Figure 4.3 also demonstrates the differences of the image size obtained from the different 

camera-to-object distances. The widths of the captured image size are determined by the 

focal length of the lens (FL = 24 mm) and the widths are almost the same as the camera-to-

object distances. In order to compare the roughness profiles obtained from the 

photogrammetric 3D images, two profiles in the section marked by the two targets were 

measured by a Barton’s comb (L = 30 cm). The measured profiles were then digitized by 

importing the coordinates of the drawn profiles with 1 mm step sizes. The pixel sizes of the 

2D images can be calculated by the equation (Eq. 2-26). The obtained ground pixel sizes 

represent the resolutions of the images taken at the different distances from the slope. The 

obtained pixel sizes of 3D images are presented in Table 4-2. 
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Fig. 4.3 Study slope and measurement section (Site #1. Beaudesert Nerang road) 

Table 4-2 Photogrammetry survey conditions  

Site No. 

profiles 

Focal 

length 

(mm) 

Distances (m) 3D models 

Camera-to-object  Baselin

e 

grid size 

(mm) 

#1. 

Beaudesert 

Nerang road 

1 2 24 2 

5 

10 

0.3 

0.7 

1.5 

1.2 

4.2 

3.2 

2 1 50 12.8 1.6 2.3 

85 12.8 1.6 1.4 

#2. Nerang-

Murwillumb

ah road 

1 1 24 

50 

85 

14.0 2.0 2.9 

1.6 

1.0 

2 24 

50 

85 

14.8 2.0 3.7 ~ 5.7 

3.7 ~ 5.7 

3.7 ~ 5.7 

2 1 24 

50 

85 

11.8 1.7 3.7 

1.7 

1.3 

2 24 

50 

85 

12.0 1.7 2.5 ~ 2.9 

- 

1.0 ~ 1.3 

#3. Engineering 

road 

12 24 2 

5 

10 

0.3 

0.7 

1.5 

0.5 ~ 1.0 

0.8 ~ 2.4 

2.5 ~ 5.4 

50 2 

5 

10 

0.3 

0.7 

1.5 

0.3 ~ 0.7 

0.6 ~ 1.0 

1.2 ~ 2.2 

85 2 

5 

10 

0.3 

0.7 

1.5 

0.3 ~ 0.5 

0.4 ~ 1.1 

0.7 ~ 1.3 
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2) Nerang-Murwillumbah road 

The second survey was performed for two natural rock slopes on Nerang-Murwillumbah 

road, Gold Coast. The rock type of the study slope is composed of a weathered sandstone. 

In each slope location, two clean and flat surfaces were selected as study sections. A total of 

six roughness profiles were investigated. Photographs were taken at the opposite space 

along the road facing toward the slopes (Figure 4.4). The positions of the profile section of 

interest were marked by small rectangular targets (width: 15 mm) and scale bars (length: 

300 mm, width: 200 mm) were also installed near the targets for geo-referencing as shown 

in Figures 4.5 and 4.6.  

Due to the limitation of space for photographing, the camera-to-object distances were fixed 

within the margin widths of the road varied from 14.0 to 14.8 metres. The heights of the 

targeted area was around from 1.0 to 1.4 metres, and the faces of the targeted areas were 

nearly orthogonal for the optical axis of cameras as shown in Figures 4.5 and 4.6. The 

roughness profiles in the section marked by the two targets were measured by a profile 

gauge (L = 30 cm) along the measurement directions. The measured profiles were digitized 

by importing the coordinates of the drawn profiles with 1 mm step sizes. In this field study, 

three different focal length lenses were used for creating different resolution images in the 

same camera-to-object distances. The conditions of the photogrammetry surveys and the 

obtained spatial density of 3D images are summarized in Table 4-2. 

 

Fig. 4.4 A photogrammetry setup along Nerang-Murwillumbah road 
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Fig. 4.5 Study slope and measurement section; section a (a), section b (b) (Site #2. Nerang-

Murwillumbah road 1) 

 

Fig. 4.6 Study slope and measurement section; section a (a), section b (b) (site #2. Nerang-

Murwillumbah road 2) 
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3) Engineering road in Griffith University 

In the third survey, photogrammetry was performed for a group of rock blocks located in 

Engineering road in the Gold Coast campus of Griffith University. A total of 12 roughness 

profiles were marked with rectangular targets (1 cm × 1 cm) and the distance between the 

targets is 300 mm for all profiles as shown in Figure 4.7. The directions of the 12 profiles 

form different orientations against the camera axis. Thus, this survey was to investigate the 

accuracy of 3D models focussing on the influence of the profile orientations on the 

accuracy of photogrammetric JRC values.  

 

Fig. 4.7 Study slope and measurement section (site #3. Engineering road in Griffith 

University Gold Coast campus) 

To place the object on the centre of the images, the heights of tripod were adjusted to the 

heights of the objects during the photogrammetry tests. As shown in Figure 4.7, the 

sandstone rock blocks are located line abreast for landscaping. When the pictures are taken 
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at a far distance and using a short focal length, the horizontal distances from the camera for 

each block can influence the accuracy of the 3D models. Thus, the photograph of each 

block was individually taken to be faced to the camera optical axis at the centre of the 

image to minimize the influence of the object locations.  

4.4.3 Comparison of roughness profiles 

Figure 4.8 illustrates the extracted 3D meshes of the site #1 that were used to obtain the 

roughness profiles along the measurement directions. The point cloud intervals of the 3D 

images represent the measurement scales for the roughness profiles. As shown in Figure 4.8, 

closer camera-to-object (c-to-o) distances create denser surface models than far c-to-o 

distances. Some areas corrupted by image noise are found in the edges of the 3D model 

which are taken at 10 m distances (Fig. 4.8 (c)). This corruption in 3D images may be 

caused by following two reasons; one is the insufficient resolution of 3D images and the 

other is the complexity on the periphery of the area of interest (e.g. the effects of plants and 

the discontinuous environment between rock cuts and surrounded environment). 

The pixel sizes of the 3D meshes ranged from 1.6 mm to 12.6 mm. It was found that the 

extracted profiles were mostly corrupted with noise. This corruption may be related to the 

location of the measurement section in the entire 3D model. The location of the interested 

section is near the edge of the 3D model as shown in Figure 4.9. In many cases, data noise 

can be easily occurred at the edges of the 3D models during the 3D model creations. Also, it 

was found that the corrupted data could be attributed to the use of the large size targets (D = 

60 mm). The attached targets affected the formation of the triangulate points in both sides 

of the profile. The influence of the target size on the accuracy of photogrammetry models 

has also been mentioned by Dold (1996). 

 

Fig. 4.8 3D surface models and 3D wireframe, D = 2.0 m (a), 5.0 m (b), 10.0 m (c) 

(Beaudesert Nerang road 1) 
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Fig. 4.9 3D photogrammetric models, noise at edges in 2m distances (a), influence of 

attached target in 5m distances (b) 

The roughness profiles were obtained from 3D images through the procedure mentioned in 

Section 3.3 in Chapter 3. The extracted roughness profiles are compared to the measured 

profiles. The comparisons are demonstrated in Figures 4.10 ~ 4.17. The results clearly show 

that the profiles generated from higher resolution images are more consistent with the true 

profile shapes than others. In the case of Beaudesert Nerang road (Fig. 4.10), at 2 metres of 

camera-to-object distance, the shapes of roughness profiles are relatively well matched with 

the measured profile in both large scale (waviness) and small scale roughness component 

(unevenness). On the other hand, there are discrepancies between the 3D models and the 

true profiles even in the large scale roughness component at the distances of 5 m and 10 m.   
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As demonstrated in Figure 4.10 (c), the photogrammetric profile shows considerably 

distorted shape in the case of 10 metres of camera-to-distance. This is due to the insufficient 

point cloud data with an interval of 12.6 mm in average and also caused by the 

discontinuous objects on the periphery such as surrounding plants. Similarly, Figure 4.11 

demonstrates the comparison of the photogrammetric profiles using 50 mm and 85 mm 

focal length lenses. The difference of image resolutions is also achieved by changing the 

focal lengths of lenses. The distortion of the photogrammetric profiles is also found in the 

section b.  

 

 

Fig. 4.10 Comparisons of photogrammetric roughness profiles with true profiles, c-to-o 

object = 2 m (a), 5 m (b), 10 m (c) (section a, Beaudesert Nerang road 1) 

 

 

Fig. 4.11 Comparisons of photogrammetric roughness profiles with true profiles, c-to-o 

object = 12.8 m, FL= 50 mm (a), FL = 85 mm (section b, Beaudesert Nerang road 2) 
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The trend of the correspondence between photogrammetric and manually measured profiles 

is also found from the results of Nerang-Murwillumbah road surveys. The accuracy of the 

extracted profiles from 3D models is proportional to the focal length of lenses as shown in 

Figure 4.12. In large scale, the roughness profile created by the 85 mm lens is well matched 

with the manual measurement. Different from the previous case, this model was not 

significantly influenced by data noise. This ideal outcome can be explained by the 

following two factors: firstly, the sections of interest were nearly orthogonally faced to the 

optical axis of cameras. Secondly, there was no interruption of plants on the periphery of 

the sections of interest which cause corruptions of the 3D model. The comparisons of the 

other profiles are presented in Appendix 2. 

 

Fig. 4.12 Comparisons of photogrammetric roughness profiles with true profiles, section 1, 

FL = 24 mm (a), FL = 50 mm (b), FL = 85 mm (c) (Nerang-Murwillumbah road 1) 

 

Fig. 4.13 Comparisons of photogrammetric roughness profiles with true profiles, section 1, 

FL = 24 mm (a), FL = 50 mm (b), FL = 85 mm (c) (Nerang-Murwillumbah road 2) 



81 

 

Similar trends were observed from the 3D models of the Engineering road surveys. As 

discussed in previous examples, some photogrammetric profiles well simulated the true 

profiles for large scale roughness. The results of Figures 4.14 ~ 4.16 are one of the best 

results of Smith road surveys with less data distortion. The location of the profiles in these 

figures is no.5 in Figure 4.7 which the rock surface is faced to the line of sight in nearly 

orthogonal direction. In Figure 4.14 ~ 4.16, in the use of 24 mm lens, it is clearly observed 

that the accuracy of profile correspondence is increased as the camera-to-object distance 

reduced. However, this trend is not clear when 50 mm and 85 mm of focal lengths are 

employed. The accuracy of roughness profiles appears to be similar through all range of 

camera-to-object distance. 

Interestingly, both 50 mm lens and 85 mm lens produced similar point intervals in the 3D 

models. It is a difference of the general acceptance that the point intervals have linear 

relationships between the employed focal lengths and camera-to-object distances. This 

irregular trend may be due to the influences of the shapes of individual rock blocks. 

Actually, it was found in the procedure of 3D model creation that there were corruptions on 

the periphery of the models. The trend of the point intervals of the created 3D images is a 

considerably different with the trend obtained from the ideal laboratory conditions which 

will be discussed in depth in Chapter 5 and Chapter 6.  

 

 

Fig. 4.14 Comparisons of photogrammetric roughness profiles with true profiles, c-to-o 

object = 2 m (a), 5 m (b), 10 m (c) (profile 5, FL = 24 mm, Engineering road in Gold Coast 

campus, Griffith University) 
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Fig. 4.15 Comparisons of photogrammetric roughness profiles with true profiles, c-to-o 

object = 2 m (a), 5 m (b), 10 m (c) (profile 5, FL = 50 mm, Engineering road in Gold Coast 

campus, Griffith University) 

 

Fig. 4.16 Comparisons of photogrammetric roughness profiles with true profiles, c-to-o 

object = 2 m (a), 5 m (b), 10 m (c) (profile 5, FL = 85 mm, Engineering road in Gold Coast 

campus, Griffith University) 

In the Engineering road surveys, it was observed that a fair number of photogrammetric 

profiles were mismatched with the manually measured profiles. The results of discrepancy 

are caused by various positions of the measurement profiles such as the orientation of 

surface and the profile direction. The inaccuracy of the photogrammetric profiles was 

appeared to be the forms of profile distortion in large scale and the form of data noise in 

small scale. The inaccurate profiles were significantly found when low resolution images 

are used for the comparisons. For example, a photogrammetric profile #2 has large 

distortion in 10 metres c-to-o distance, which leads to the overestimation of JRC values as 

shown in Figure 4.17 (c). 
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In close distances, it is observed that the photogrammetric profiles are corrupted with noise 

in small scale (Figs. 4.18 and 4.19). The corresponding measurement error was reported by 

Poropat (2008). In his study, the noise influence led the overestimation of JRC values. Also, 

the noise corrupted data could be fixed by an appropriate noise reduction filter. The filtering 

process smooth the sharp shapes of noised profiles which can reduce the overestimated JRC 

values. He also showed that the measurement noise is considerably in relation to the data 

spacing.   

 

Fig. 4.17 Comparisons of photogrammetric roughness profiles with true profiles, c-to-o 

object = 2 m (a), 5 m (b), 10 m (c) (profile 2, FL = 24 mm, Engineering road in Gold Coast 

campus, Griffith University) 

 

 

Fig. 4.18 Comparisons of photogrammetric roughness profiles with true profiles, c-to-o 

object = 2 m (a), 5 m (b), 10 m (c) (profile 2, FL = 50 mm, Engineering road in Gold Coast 

campus, Griffith University) 
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Fig. 4.19 Comparisons of photogrammetric roughness profiles with true profiles, c-to-o 

object = 2 m (a), 5 m (b), 10 m (c) (profile 2, FL = 85 mm, Engineering road in Gold Coast 

campus, Griffith University) 

4.4.4 JRC estimation 

Using the obtained photogrammetric profiles, JRC values were obtained based on the 

empirical equations suggested by Tse and Cruden (1979) (Eq. (2-8) ~ Eq. (2-10)) and 

Maerz et al. (1990) (Eq. (2-17) ~ Eq. (2-20)). 125 JRC values were compared by using the 

coordinates of the photogrammetric profiles and their manually measured profiles. To use 

the coordinates for the functions, the point intervals of the photogrammetric profiles were 

changed using the linear relationships between the adjacent points. For the various survey 

conditions, the obtained JRC values are demonstrated in Table 4-3 and 4-4.  

In many photogrammetry conditions, considerable discrepancies of JRCs are found in the 

table. As the discrepancies can be caused by different factors, the comparisons of JRC 

values should be combined with the interpretation of the accuracy of the shapes of profiles. 

Generally, photogrammetric JRCs were underestimated by insufficient point intervals due 

to large camera-to-object distances and short focal length of lenses. For example, the JRC 

range was clearly underestimated by the insufficient resolution of the images in the section 

1 of the Beaudesert-Nerang road survey. In fact, the photographs were taken at large 

distance (c-to-o distance: 17 m) with short focal length (FL: 24 mm).   

In the cases of overestimation, the reasons can be explained by the following two issues. 

One is data noise. As previously discussed by Poropat (2008), data noise is frequently found 

in the photogrammetric profiles in high resolution images. For example, it is found from 

Table 4-4 that the overestimation of the profiles in the Engineering road survey can be 

explained by the data noise of the obtained profiles. The relevant roughness profiles were 

visually compared in Figure 4.18 and 4.19. The influence of noise can be reduced by 
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appropriate filtering methods (Poropat, 2008). The other is due to the distortion of 3D 

model, which create incorrect surface models. As shown in Figure 4.17 (c), some profiles 

were distorted by incorrectly formed 3D meshes. In this case, the photogrammetric JRC 

values are much higher than the JRC values obtained from manual measurement over the 

general range of JRC (e.g. JRC > 20).  

Using the obtained data in this section, the reasons and the data improvement for the 

obtained JRC values will be discussed in Chapter 6 in detail. 

4.4.5 Conclusion 

In this section, photogrammetry surveys were investigated focussing on the accuracy of 

roughness profiles and JRC values. Based on the obtained results, following conclusions 

can be drawn.  

- Low resolution images at far distances with short focal lengths generally created smooth 

undulation profiles combined with the underestimation of JRC values.    

- However, the insufficient data point also causes the overestimation of JRCs. The 

insufficient data points may generate incorrect 3D images and the inaccurate profiles tend to 

produce highly overestimated JRC values. This kind of errors can be also caused by 

periphery conditions such as plants and heterogeneous nature. It can be concluded that the 

most influential factor to the accuracy of photogrammetric roughness is the distortion of 3D 

images due to insufficient data point.  

- In high density images, data noise was found from the extracted profiles and the results 

overestimated the JRC values. In this case, the overall shapes of undulations were well 

simulated by photogrammetry method whereas the JRC values were considerably reflected 

by the corrupted profiles in small scale. An appropriate data filtering method is required to 

reduce the bias in the data.  

- The JRC data obtained from this section will be reanalysed to investigate the method to 

improve photogrammetric JRC data in Section 6. 
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Table 4-3 Comparisons of JRCs between manual measurement and photogrammetry: 

Beaudesert-Nerang road 1 and 2, Bethania, Nerang-Murwillumbah road 1 and 2 

No. Sites sec-

tions 

pro-

files 

FL 

(mm) 

c-to-o 

distance 

(m) 

manual 3D 

Tse & 

Cruden 

Maerz 

et al. 

Tse & 

Cruden 

Maerz 

et al. 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

Beaudesert- 

Nerang road 

1 

1 

 

 

 

1 

2 

3 

4 

24 

24 

24 

24 

17.0 

17.0 

17.0 

17.0 

11.6 

10.6 

11.6 

7.7 

9.7 

10.6 

11.4 

7.7 

-1.5 

1.2 

6.6 

-2.0 

3.4 

4.2 

7.0 

3.3 

2 

 

 

 

1 

2 

3 

4 

24 

24 

24 

24 

17.0 

17.0 

17.0 

17.0 

7.5 

8.7 

11.3 

8.7 

7.6 

8.3 

11.4 

8.8 

8.2 

8.2 

5.3 

8.7 

8.2 

8.3 

6.1 

8.7 

3 1 

2 

3 

4 

24 

24 

24 

24 

17.0 

17.0 

17.0 

17.0 

5.4 

12.0 

14.8 

14.1 

6.0 

12.6 

16.6 

15.7 

10.8 

6.9 

3.4 

14.1 

10.4 

7.2 

5.1 

16.9 

13 

14 

15 

Beaudesert- 

Nerang road 

2 

1 1 

1 

1 

24 

24 

24 

2.0 

5.0 

10.0 

6.4 

6.4 

6.4 

8.9 

8.9 

8.9 

11.3 

11.2 

17.7 

12.0 

12.0 

26.3 

16 

17 

18 

Beaudesert- 

Nerang road 

2 

1 1 

1 

1 

50 

85 

24 

12.8 

12.8 

2.0 

11.0 

11.0 

11.0 

11.3 

11.3 

11.3 

10.0 

8.1 

19.7 

10.1 

8.1 

31.4 

19 

20 

21 

22 

23 

24 

Bethania 1 

 

 

1 

2 

3 

24 

24 

24 

5.0 

5.0 

5.0 

15.0 

10.1 

13.7 

14.6 

10.4 

15.8 

12.9 

18.3 

9.7 

14.3 

27.0 

9.9 

1 1 

2 

3 

24 

24 

24 

33.0 

33.0 

33.0 

15.0 

10.1 

13.7 

14.6 

10.4 

15.8 

11.8 

10.2 

12.4 

12.6 

10.5 

13.6 

25 

26 

27 

28 

29 

30 

31 

32 

33 

Nerang- 

Murwillumbah  

road 

1 

1 

 

 

1 24 

50 

85 

14.0 

14.0 

14.0 

5.6 

5.6 

5.6 

7.5 

7.5 

7.5 

11.1 

4.6 

6.5 

11.5 

5.6 

6.8 

2 1 

2 

24 

24 

14.8 

14.8 

5.7 

3.7 

8.0 

6.7 

10.7 

9.9 

11.0 

9.8 

1 

2 

50 

50 

14.8 

14.8 

5.7 

3.7 

8.0 

6.7 

6.7 

5.3 

7.0 

6.0 

1 

2 

85 

85 

14.8 

14.8 

5.7 

3.7 

8.0 

6.7 

6.3 

2.1 

6.7 

4.4 

34 

35 

36 

37 

38 

39 

40 

Nerang- 

Murwillumbah  

road  

2 

1 

 

 

1 24 

50 

85 

11.8 

11.8 

11.8 

7.0 

7.0 

7.0 

8.4 

8.4 

8.4 

9.7 

8.3 

5.8 

9.7 

8.2 

6.3 

2 1 

2 

24 

24 

12.0 

12.0 

7.6 

8.7 

9.1 

9.9 

17.6 

17.6 

24.8 

25.4 

1 

2 

85 

85 

12.0 

12.0 

7.6 

8.7 

9.1 

9.9 

11.1 

9.2 

11.1 

8.5 
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Table 4-4 Comparisons of JRCs between manual measurement and photogrammetry; 

Engineering road 

FL  

(mm) 

Pro-

files 

Manual 3D 

c-to-o: 2.0 m c-to-o: 5.0 m c-to-o: 10.0 m 

Tse & 

Cruden 

Maerz et 

al. 

No. Tse & 

Cruden 

Maerz et 

al. 

No. Tse & 

Cruden 

Maerz et 

al. 

No. Tse & 

Cruden 

Maerz 

et al. 

24 

24 

24 

24 

24 

24 

24 

24 

24 

24 

24 

24 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

8.3 

7.7 

9.8 

7.6 

10.5 

13.7 

10.4 

14.0 

8.6 

5.1 

7.7 

6.7 

8.2 

7.7 

9.6 

7.6 

10.6 

15.0 

10.5 

15.9 

8.4 

5.8 

7.7 

6.8 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

51 

52 

23.6 

21.7 

- 

4.9 

12.0 

13.9 

- 

19.9 

13.8 

12.1 

- 

10.7 

40.7 

37.0 

- 

5.7 

12.5 

15.8 

- 

33.4 

15.7 

12.7 

- 

11.0 

77 

78 

79 

80 

81 

82 

83 

84 

85 

86 

87 

88 

18.8 

23.5 

- 

11.1 

13.7 

16.3 

- 

21.7 

19.5 

19.5 

- 

13.4 

28.4 

53.4 

- 

11.5 

15.7 

20.4 

- 

41.5 

30.8 

30.7 

- 

15.2 

113 

114 

115 

116 

117 

118 

119 

120 

121 

122 

123 

124 

16.9 

24.0 

13.2 

-3.0 

9.5 

7.7 

4.0 

15.8 

14.2 

23.0 

13.6 

13.0 

23.1 

52.2 

14.7 

3.0 

9.6 

7.8 

5.3 

20.6 

16.6 

41.1 

15.6 

14.5 

50 

50 

50 

50 

50 

50 

50 

50 

50 

50 

50 

50 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

8.3 

7.7 

9.8 

7.6 

10.5 

13.7 

10.4 

14.0 

8.6 

5.1 

7.7 

6.7 

8.2 

7.7 

9.6 

7.6 

10.6 

15.0 

10.5 

15.9 

8.4 

5.8 

7.7 

6.8 

53 

54 

55 

56 

57 

58 

59 

60 

61 

62 

63 

64 

12.6 

19.8 

11.7 

12.1 

14.7 

14.7 

15.0 

23.5 

17.7 

11.9 

19.5 

8.9 

13.5 

32.2 

12.4 

12.9 

16.8 

17.6 

18.1 

50.1 

25.4 

12.5 

25.5 

8.9 

89 

90 

91 

92 

93 

94 

95 

96 

97 

98 

99 

100 

15.0 

27.5 

- 

17.5 

13.3 

16.8 

- 

22.3 

14.7 

14.7 

- 

7.2 

18.4 

72.4 

- 

23.3 

13.8 

19.3 

- 

42.8 

19.0 

17.5 

- 

7.3 

125 

126 

127 

128 

129 

130 

131 

132 

133 

134 

135 

136 

18.2 

20.6 

- 

11.5 

15.2 

17.7 

- 

24.4 

19.6 

12.7 

10.5 

8.3 

26.4 

32.9 

- 

11.9 

18.6 

23.6 

- 

57.5 

32.1 

13.7 

10.6 

8.3 

85 

85 

85 

85 

85 

85 

85 

85 

85 

85 

85 

85 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

8.3 

7.7 

9.8 

7.6 

10.5 

13.7 

10.4 

14.0 

8.6 

5.1 

7.7 

6.7 

8.2 

7.7 

9.6 

7.6 

10.6 

15.0 

10.5 

15.9 

8.4 

5.8 

7.7 

6.8 

65 

66 

67 

68 

69 

70 

71 

72 

73 

74 

75 

76 

10.3 

10.8 

10.7 

11.7 

13.5 

15.6 

- 

- 

9.5 

9.8 

13.4 

11.4 

10.4 

11.1 

11.0 

12.3 

15.1 

19.8 

- 

- 

9.5 

9.7 

15.2 

11.9 

101 

102 

103 

104 

105 

106 

107 

108 

109 

110 

111 

112 

- 

18.7 

- 

9.6 

13.5 

15.4 

- 

21.0 

- 

- 

7.4 

7.4 

- 

29.5 

- 

9.5 

15.1 

18.4 

- 

36.8 

- 

- 

7.5 

7.5 

137 

138 

139 

140 

141 

142 

143 

144 

145 

146 

147 

148 

18.3 

- 

- 

- 

14.2 

13.7 

10.9 

17.2 

11.9 

10.0 

9.8 

13.9 

27.0 

- 

- 

- 

16.4 

15.7 

10.8 

24.4 

12.3 

9.9 

9.8 

15.8 
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5 PHOTOGRAMMETRY LABORATORY TESTS AND 

DEVELOPMENT OF PARABOLA ERROR MODELS 

A part of this chapter was published in International Journal of Rock Mechanics & Mining 

Sciences journal as follows: 

Dong Hyun Kim, George Poropat, Ivan Gratchev, Arumugam Balasubramaniam (2015) 

Improvement of photogrammetric JRC data distributions based on parabolic error models. 

International Journal of Rock Mechanics and Mining Sciences, 80: 19-30. 

5.1 Introduction 

The limit of resolutions in photogrammetry methods is an important factor in investigating 

rock surface roughness. The range measurement resolutions, obtained from 

photogrammetry surveys, are strongly dependent on the employed focal lengths and the 

distances between cameras and objects. The relationships between the range of resolutions 

and the factors (focal length and distance) can be simply a linear effect (Poropat, 2008). 

However, the accuracy and precision of the resolutions of the photogrammetric 3D images, 

which are required for estimation of rock joint roughness, have not been sufficiently 

investigated.  

The resolutions of 3D images can be quantified by the point intervals of the 3D models. The 

accuracy of the roughness profiles, which are extracted from the 3D models, is thus 

determined by comparing the profiles with those of manually measured profiles. The 

roughness characteristics of the profiles are then quantified with their JRC values. 

Regarding the standard profile gauges for manual measurements, a 1 mm interval step size 

can be used as a standard to measure roughness profiles in practical purposes.  

Several factors related to data intervals, which lead to inaccurate JRC values in 

photogrammetric methods, have been reported. If the data interval is more than 1 mm, this 

may lead to underestimating JRC values, due to the reduced asperity angles for the step 

sizes (Rangers, 1970). On the contrary, Poropat (2008) emphasized the importance of the 

measurement errors corrupted by noise when using small pixels less than 1 mm. It can be 

also generally accepted that large camera distances with short focal lengths contribute to 

producing large measurement errors and standard deviations for JRC estimations. This can 
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be supported by recent research that cameras with longer focal length lenses tend to 

decrease measurement errors in stereo photogrammetry systems (Fooladgar et al., 2013). 

However, this correlation between the photograph distance ranges and the accuracy of JRC 

has still been ambiguous in both laboratory and site conditions.  

The primary object of this chapter is to understand the influences of camera distances to 

objects and focal lengths on the precision and accuracy of JRC estimation. A series of 

photogrammetry laboratory tests with three different focal length lenses was performed over 

differing distances to the object and multi-baseline conditions. The tests were carried out in 

ideal laboratory conditions to reduce the influences caused by other factors (e.g. shade 

effect, inaccuracy of distance measurement, inclination of plane).  

This experimental study firstly presents the allowable distances of photogrammetry for the 

employed focal length of lenses to estimate JRC values based on the accuracy of manual 

measurements using 1 mm intervals. Secondly, the accuracies of JRC values are 

demonstrated according to the employed focal lengths and distances. Thirdly, quadratic 

error equations are suggested from the results of the laboratory tests. These functions are 

based on the relationship between the RMSE of JRC and the normalized JRC values with 

variations of distances to objects. Based on the precisions of the focal length of the various 

lenses, these parabolic functions are formed with different sizes and are used for predicting 

total measurement errors according to distances to objects, thereby improving JRC data 

distributions.  

5.2 Photogrammetry laboratory tests 

5.2.1 Test set up and conditions for laboratory tests 

A single lens reflex digital camera (Nikon D7000), which has a high resolution CCD sensor 

(4,928×3,264 = 16 mega pixels), was employed to capture images of a weathered sandstone 

sample. In order to obtain images with different resolutions, photographs of the rock sample 

were taken in the distance range of 1.0 m to 7.0 m, spaced 0.5 m apart, using three different 

focal length lenses (FS = 24mm, 50mm, 85 mm). A total of 33 different sets of photographs 

were created. A sliding device, which is composed of two steel pipes (D = 19 mm) and a 

moving wooden plate with PVC pipe brackets to guide the pipes, was developed to control 

the horizontal camera positions for all test conditions (Fig 5.1). This device effectively 
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increases the accuracy of distance measurement between the camera locations and the 

object for the various test conditions: As the height of the camera position is located on the 

same horizontal plane as the sample, the vertical locations of viewpoints are kept constant 

to minimize any erroneous factors, which may lead to the minimization of any insignificant 

occlusions of asperities due to different vertical positions.  

The sample used in this experiment is weathered sandstone which was collected from an 

excavation site in Bethania, Brisbane. The size of the rock block is around 4,950 cm3 (W: 

150 mm, D: 150 mm, H: 220 mm). The joint plane of the rock block was prepared as a 

model surface which was embedded in cement plaster to keep it standing during the 

experiment, as shown in Figure 5.2. The sample is positioned in front of a black panel (the 

panel size is 1,500 mm × 500 mm). It has been found in the post-processing of the 

laboratory photogrammetric tests that this panel is a great help to create accurate 3D models 

minimizing model noise. Three types of targets are attached on the sample area and the 

back board. These are used for geo-referencing, and as a guideline for profile measurement, 

as presented in Table 5-1.  

 

Fig. 5.1 Laboratory test setting, overview (a) and view angles with focal lengths of lenses (b) 
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The targets, which were drawn in AutoCAD and printed, were created by putting them on a 

flat plastic sticky tape. The distances between the circular targets were measured after the 

targets were located for using the values as standards for geo-referencing of 3D images. The 

target sizes of the 3D photogrammetry models in pixels varied with the resolutions of the 

images. The minimum preferred diameter of target in this research is at least 3 pixels (Dold, 

1996). However, for the purposes of the tests, the sizes of targets were sufficient to identify 

the location of each target in the ranges of laboratory tests. Using the photogrammetry setup, 

a set of were performed in the conditions as shown in Table. 5-2.  

 

 Fig. 5.2 Details of the rock sample and targets 

Table 5-1. Targets used in experiments 

Types Sizes  Uses 

Rectangular 

Medium circular 

Small circular 

D=15 mm 

𝜙=3.5 mm 

𝜙=0.8 mm 

Matching points for 3D image generation 

Checking the locations for geo-referencing 

Guidelines of profiles for JRC estimation 
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5.2.2 Equipment 

This section presents the equipment used in the laboratory tests. The details and 

specifications of the employed camera and lenses and the developed camera slider, are 

related to image resolutions and measurement accuracy. 

1) Camera 

A normal SLR digital camera, Nikon D7000, was used for obtaining images in the 

laboratory tests. The specifications of this camera are described in Table 5-3. In order to 

obtain the highest density images in the tests given in the conditions, the image files were 

taken in the maximum size. As the employed file format, the camera-native format (NEF 

for Nikon) was originally used to allow for maximum flexibility of the image, adjusting for 

such factors as exposure, contrast, sharpness and/or white balance of the images (Haneberg, 

2008). Then, the file format was converted to TIFF format.  

Table 5-2. Laboratory test conditions 

AF Nikkor 24~85 mm f3.5-4.5G  AF Nikkor 50 mm f/1.8D AF Nikkor 85 mm f/1.8D 

Distance from 

sample (D, m) 

Base line 

distance (B, m) 

Distance from 

sample (D, m) 

Base line 

distance(B, m) 

Distance from 

sample (D, m) 

Base line 

distance (B, m) 

1.0 

1.5 

2.0 

2.5 

3.0 

3.5 

4.0 

4.5 

5.0 

5.5 

- 

- 

- 

0.14 

0.21 

0.29 

0.36 

0.43 

0.50 

0.57 

0.64 

0.71 

0.79 

- 

- 

- 

1.0 

1.5 

2.0 

2.5 

3.0 

3.5 

4.0 

4.5 

5.0 

- 

6.0 

- 

7.0 

0.14 

0.21 

0.29 

0.36 

0.43 

0.50 

0.57 

0.64 

0.71 

- 

0.86 

- 

1.00 

- 

1.5 

2.0 

2.5 

3.0 

3.5 

4.0 

4.5 

5.0 

5.5 

6.0 

6.5 

7.0 

- 

0.21 

0.29 

0.36 

0.43 

0.50 

0.57 

0.64 

0.71 

0.79 

0.86 

0.93 

1.00 

Table 5-3. Specifications of camera 

Items Specifications 

Type 

Effective / Total pixels 

Image sensor 

Maximum image size (pixels) 

File format (employed) 

Single-lens reflex digital camera 

16.2 million / 16.9 million 

23.6 × 15.6 mm CMOS sensor 

4,928 × 3,264 

NEF (RAW) 
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2) Lenses 

Three different focal lengths of lenses were employed to produce different density images 

in the same test distances. The specifications of the lenses are presented in Table 5-4. A 

zoom function is not recommended to use in photogrammetry. In this study, calibration of 

the lenses was achieved using the custom calibration files provided by the “Sirovision” code 

(CSIRO, 2012). 

Table 5-4. Specifications of lenses 

Items AF Nikkor 24~85 mm AF Nikkor 50 mm AF Nikkor 85 mm 

Camera focus mode 

Focal length 

Maximum aperture 

Angle of view 

AF 

24~85, 24 mm fixed* 

f/3.5~4.5 

61° 

AF 

50 mm 

f/1.8 

31.3° 

AF 

85 mm 

f/1.8 

18.5° 

3) Camera slider 

The baselines between camera positions were adjusted by the ratio of 1:7 for the test 

distances to the rock sample. This ratio was kept constant for all test conditions to minimize 

effects derived from the variation of the ratio. The calculated camera separations for the test 

distances are presented in Table 5-2. In order to establish the test layout for each camera 

distance efficiently, a camera slider was fabricated as shown in Figure 5.3. The slide plate is 

composed of a built-in spirit level and a tripod head. The wooden plate could slide 

horizontal directions smoothly on the two steel pipes using fixed plastic brackets on the 

bottom of the plate. 

 

Fig. 5.3 Fabricated sliding device 
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 5.2.3 Roughness characteristics obtained from 3D images 

1) Manual measurements of roughness profiles 

Roughness profiles in the targeted area are divided into eight sections (Fig. 5.2). The length 

and the width of the targeted area are 200 mm and 80 mm respectively. Roughness profiles 

for the eight sections as shown in Figure 5.4 were measured by a profile gauge (L = 300 

mm). The step size of the gauge was 1 mm and the coordinates of the measured profiles 

were digitized by the obtained profile drawings using an AutoCAD program. The measured 

roughness profiles are shown in Figure 5.5. 

 

 

Fig. 5.4 Manual measurement of a roughness profile 

 

 

Fig. 5.5 Measured roughness profiles (1 mm intervals) 
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2) 3D model creation 

The 33 sets of stereo photographs were used for creating 3D models. The images, which 

were taken at 2 metres and 5 metres are shown in Figures 5.6 and 5.8. The target areas of 

the images, which are marked by dash lines, are selected for creating 3D models in the 

photogrammetry code, Sirovision. It is observed from the series of the figures that the rock 

sample area of the total image area is decreased with the camera distances from the rock 

sample and increased with the employed focal lengths. This relationship is almost a linear 

function as shown in Figure 2.16 in Chapter 2. The size of the target area in an image, 

which is inversely proportional to the camera distance from an object, has a strong influence 

on the procedure of 3D image construction. In fact, Sirovision could not properly generate 

3D models in a long distance farther than 5 metres when 50 mm and 85 mm focal lengths 

were used.  

Figure 5.7 and 5.9 visually compare the generated 3D images of the sample area at 1.5 

metres and 5.0 metres. In the case of 1.5 metre distance, the pixel sizes of the 3D images are 

the high resolutions producing more detailed images compared to the images generated 

from 5.0 metres. These differences are also shown by using different focal lengths at the 

same distances. Table 5-5 summarises the pixel sizes of the 2D images according to the test 

setup.  

Table 5-5. Pixel sizes according to the test conditions 

Pixel sizes (mm) 

Focal lengths (mm) 24 50 85 

Distance (m) 1.0 

1.5 

2.0 

2.5 

3.0 

3.5 

4.0 

4.5 

5.0 

5.5 

6.0 

6.5 

7.0 

0.14 

0.21 

0.29 

0.36 

0.43 

0.50 

0.57 

0.64 

0.71 

0.79 

- 

- 

- 

1.0 

1.5 

2.0 

2.5 

3.0 

3.5 

4.0 

4.5 

5.0 

- 

6.0 

- 

7.0 

- 

1.5 

2.0 

2.5 

3.0 

3.5 

4.0 

4.5 

5.0 

5.5 

6.0 

6.5 

7.0 
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Fig. 5.6 Left and right images of stereo photographs; D = 1.5 m, FL = 24 mm (a); D = 1.5 m, 

FL = 50 mm (b); D = 1.5 m, FL = 85 mm (c) 

      

Fig. 5.7 Created 3D images; D = 1.5 m, FL = 24 mm (a); D = 1.5 m, FL = 50 mm (b); D = 

1.5 m, FL = 85 mm (a) 
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Fig. 5.8 Left and right images of stereo photographs; D = 5.0 m, FL = 24 mm (a); D = 5.0 m, 

FL = 50 mm (b); D = 5.0 m, FL = 85 mm (c) 

     

Fig. 5.9 Created 3D images; D = 5.0 m, FL = 24 mm (a); D = 5.0 m, FL = 50 mm (b); D = 

5.0 m, FL = 85 mm (a) 
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3) Estimation of the maximum asperity heights 

The 3D models were created using the photogrammetric code, “Sirovision”. The scales of 

the initial 3D images were revised by geo-referencing procedures using the measured 

lengths between targets and the lengths of baselines. The program, Sirovision provides an 

option to extract roughness profiles by selecting four corners of an area of 3D models. 

However, the option is not appropriate to control the position of the profile of interest for 

comparison. Thus, the spatial data of the 3D images were then imported to the AutoCAD 

program. Two dimensional coordinates along the eight measurement directions could be 

selected to extract the coordinates of the roughness profiles. The extracted profiles were 

then visually compared with the true profiles measured by the profile gauge (L = 300 mm, 1 

mm intervals). The maximum asperity heights of the obtained digitized profiles tended to be 

underestimated in all measurement ranges. Figure 5.10 compares the simulated profiles 

according to the sampling intervals and the focal length of the lenses for two representative 

sections.  

The vertical scale was exaggerated three times as much as the real sizes for clarity. It is 

noticed that the undulation geometries of the simulated profiles are similar to the manually 

measured profiles; however, to some extent, there are discrepancies in the second order 

asperities. This disagreement tends to become more frequent in lower scale images. This 

may lead to a reduction in the accuracy as well as the precision of 3D models. The 

maximum asperity heights (Ha) of the profiles were estimated subtracting the lowest values 

of y-coordinates from the highest values. Comparison of the Ha values between the values 

obtained from the photogrammetric profiles and the values calculated from the true profiles 

can estimate the accuracy of the 3D roughness models for the large scale roughness. Figure 

5.11 demonstrates the variations of the maximum asperity heights according to the 

employed focal length of lenses. 

The graphs are plotted using the data of the same pixel sizes and the employed pixel sizes 

are 0.5 mm and 1.0 mm. It is interesting that even when the resolutions of the 3D images 

are kept constant, the Ha values are reduced with the increases of focal lengths. This directly 

indicates that the distance from the object is a crucial factor in controlling the accuracy of 

3D photogrammetric models.  
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Fig. 5.10 Comparisons of roughness profiles obtained from 3D images, 0.5 mm pixel size 

(a), 1.0 mm pixel size (b) 
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Fig. 5.11 Variation of the maximum asperity heights, Ha with photographing distance, pixel 

size = 0.5 mm (a), pixel size = 1.0 mm (b) 
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5.2.4 JRC estimation and allowable distances  

Using the coordinates of the extracted profiles from the 3D models, JRC values were 

estimated by Eq. (2-8) and Eq. (2-9) in Chapter 2. The JRC values of the manually 

measured profiles were also calculated using the digitized coordinates with a step size of 1.0 

mm. To compare the JRC values between photogrammetry and manual measurement, 

normalized JRC values, NJRC presented in Eq. (5-1), are used. The normalized values are 

also used to identify the degrees of over- or under-estimation of JRC. The comparison, 

which use normalized asperity heights of the extracted profiles, are also performed using 

the similar equation (Eq. 5-2). The obtained JRC values and the maximum asperity heights 

from the eight sections are presented in Figure 5.12 and 5.13.  

𝑁𝐽𝑅𝐶 =
𝐽𝑅𝐶3𝐷⁡𝑖𝑚𝑎𝑔𝑒𝑠

𝐽𝑅𝐶𝑚𝑎𝑛𝑢𝑎𝑙⁡⁡⁡𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡
  (5-1) 

𝑁𝐻𝑎 =
𝐻𝑎3𝐷⁡𝑖𝑚𝑎𝑔𝑒𝑠

𝐻𝑎𝑚𝑎𝑛𝑢𝑎𝑙⁡⁡⁡𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡
  (5-2) 

The normalized JRC values for the entire data according to the employed focal lengths are 

plotted in Figure 5.12. The data distributions are scattered. However, the normalised JRC 

values obtained from the photogrammetric 3D models obviously indicate downward trends 

as the camera moves further from the object. For the dispersed data, exponential curves are 

adopted as the best regressions which decrease at the rate with distances to objects. Based 

on the coefficient of determination, R2 of the graphs of Figure 5.12, it can be said that the 

data ranges from 32% to 48% of NJRC values can only be explained by the camera distances.  

Using the regression curves in Figure 5.13, the intersections between the regression curves 

and the line of NJRC = 1, indicate the allowable distances, da, which are the divisions 

between over and under estimation of JRC values for each lens. For the macro lens (FL = 

24 mm), the normalized JRC values rapidly decrease with increasing photograph distances. 

Under-estimation is obvious in the entire measurement ranges where the distance is over 1.0 

m. In the cases of 50 mm and 85 mm lenses, the allowable distances can be assumed as 2.0 

m and 4.0 m respectively. Table 5-3 presents the allowable distances. 
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 Table 5-3. Comparison of the allowable distances (𝑑𝑎) for JRC estimation 

Focal length 

(FL, mm) 

Camera distances to object 

at GPS = 1.0 mm (m) 

Experiment data 

𝑑𝑎 (m) Scale (𝑑𝑎 / FL) 

24 

50 

85 

1.8 

3.5 

5.5 

1.0 

2.0 

4.0 

41.7 

40.0 

47.1 

 

Fig. 5.12 Relationship between normalized JRC values and photographing distances with 

different focal length lenses, FL = 24 mm 

 

Fig. 5.13 Relationship between normalized JRC values and photographing distances with 

different focal length lenses, 50 mm 
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Fig. 5.14 Relationship between normalized JRC values and photographing distances with 

different focal length lenses, 85 mm 

 

 

Fig. 5.15 Relationship between normalized maximum asperity heights and photographing 

distances with different focal length lenses, FL = 24 mm 
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Fig. 5.16 Relationship between normalized maximum asperity heights and photographing 

distances with different focal length lenses, FL = 50 mm 

 

 

Fig. 5.17 Relationship between normalized maximum asperity heights and photographing 

distances with different focal length lenses, FL = 85 mm 
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5.3 Development of parabola error models 

5.3.1 Accuracy and precision in photogrammetry 

The accuracy and precision of 3D images have been key issues in photogrammetry methods 

(Krosley & Shaffner, 2003; Poropat, 2006; Haneberg, 2008). The accuracy of obtained 3D 

photogrammetric models can be assessed by comparing the locations of points, the 

dimensions of objects and the orientations of planes between the values of the 3D models 

and the measured values. ‘Accuracy’ is a measure of the proximity of a measured value to 

the true value. This term is different from ‘precision’ which refers to the degree of 

repeatability of the measurement. The accuracy and precision of photogrammetric 3D 

models can be affected by various factors such as image resolutions, lens distortion, image 

occlusion or geo-referencing. Atmospheric conditions such as fog or haze may also affect 

the accuracy of 3D models by the reduction of the image sharpness (Haneberg, 2008).  

Simply, the accuracy of an image can be calculated using the GPS values. Based on the 

accuracy of the image sensor, the expected accuracy of the obtained images is expressed by 

Eq. (5-3).  

σplan = σpixel × GPS    (5-3) 

where, 𝜎𝑝𝑖𝑥𝑒𝑙 is the accuracy in terms of pixels in the image sensor and 𝜎𝑝𝑙𝑎𝑛 is the accuracy 

of the ground pixels. If the obtained accuracy is 0.1 pixels, the model is accurate to within 

1/10th of the size of a ground pixel. However, assessment of the accuracy in close range 

photogrammetry may be difficult due to the fact that assessment should be performed using 

their intrinsic inaccuracy (Haneberg, 2008).  

Poropot (2006) reported several components which affect the accuracy and precision of 3D 

photogrammetry models as follows; the accuracy of camera distance, the accuracy of 

measurement of the azimuth and the accuracy of the elevation of the line of sight from the 

camera. The accuracy of joint orientation, which indicates the simple measurement using 

the positions of three points on a plane, is important in discontinuity survey. Poropat (2006) 

suggested a relationship between a chord length, and a range of precision for the estimation 

of the average error of orientation as shown in Eq. (5-4). 
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average⁡error⁡of⁡orientation = arctan(
2∙range_precision

chord_length
)   (5-4) 

Poropat (2006) obtained the range of ±0.5° for orientation accuracy using 25 points of data 

using Sirojoint (CSIRO). Similarly, Krosley & Shaffner (2003) reported that the value of 

0.04% for spatial accuracy and the range of ±0.5° for orientation accuracy were obtained 

from experimental conditions using Sirovision. The accuracy and precision of joint 

roughness based on photogrammetry methods have been rarely mentioned due to the 

various factors influencing the accuracy and precision of photogrammetric 3D models. As 

mentioned previously, even though several leading studies sought to extract roughness 

profiles from 3D models in different resolution images (Tanon and Kottenstette, 2006; 

Haneberg, 2007; Baker et al., 2008; Poropat, 2006; Poropat, 2008; Poropat, 2009), further 

studies are required to quantify roughness reliability from photogrammetric data.  In this 

study, the accuracy and precision of photogrammetry are discussed by using experimental 

data focusing on the camera-to-object distances and the focal length of lens. 

In close range digital photogrammetry, an increase of camera distances to objects normally 

results in the reduction of data accuracy with corresponding measurement errors. In this 

case, the accuracy and precision of 3D photogrammetric coordinates can be analysed by 

statistical approaches. In statistics, accuracy is the proximity of measurement results to the 

true value and precision is the repeatability of the measurement. In photogrammetry, it is 

known that higher measurement precision can be achieved by longer focal lengths with a 

reduction in the range of measurement errors (Fraser, 1984; Fooladgar et al., 2013). This 

concept can be demonstrated using JRC data histograms as shown in Figure 5.18.  

Longer focal length lenses show narrower widths of the data distributions than those 

obtained from shorter focal length lenses. To quantify the precision of the data distribution, 

standard deviation can represent the precision of the data group. Therefore, an increase of 

focal length may be required at certain photogrammetry site survey conditions to raise 

measurement precision. However, the increase of focal length may not be exactly 

proportional to the measurement precision or accuracy. This is because the modification of 

the scale derived from the change of focal length can modify the geometry of the images to 

a great or small extent due to various accompanying factors that can affect the accuracy of 

the results. These factors include principal distances, camera lens distortion, base line 

lengths and the percentage of photograph overlaps (Dai et al., 2014).   
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Therefore, based on the results from the laboratory tests, this study analyses the data using a 

simple statistical approach. In association with the standard of manual measurement, this 

study assumes that the distance limit, at which the mean values of normalized JRCs indicate 

1, is defined as an allowable distance for the employed focal length. This distance is based 

on the manually measured JRC values using a 1 mm step size profile gauge. Secondly, 

parabolic shape error equations, which are related to the data distributions, are presented in 

this chapter. The equations are the correlations between the RMSE (Root mean square 

deviation) of JRC values and the normalized JRC values with variations of distances to 

objects. Based on the precisions of the focal lengths, these quadratic error equations are 

formed with different sizes and used for predicting measurement errors according to the 

distances between cameras to objects.  

 

Fig. 5.18 Concept of measurement precision according to focal length of lenses 

 

5.3.2 Estimation of measurement errors 

In this study, it is assumed that the accuracy and precision of JRC values are dependent on 

the whole photogrammetric procedure from data acquisition to analysis. Further, the 

obtained JRC values contain random errors which can be caused by the main changes (e.g. 

camera lenses and photograph distances) under identical photogrammetric investigation 

conditions. In relation to two dimensional roughness parameters, two simple parameters, 

which are maximum asperity height (𝐻𝑎) and estimated JRC values (𝐽𝑅𝐶𝑝), are used to 
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analyse the errors. The root mean square deviation (RMSE) for the maximum asperity 

heights and JRC values are estimated by Eq. (5-5) and Eq. (5-6). 

𝑅𝑀𝑆𝐸𝐻𝑎 = √
∑ (𝐻𝑜,𝑖−𝐻𝑝,𝑖)

2𝑛
𝑖=1

𝑁
    (5-5) 

𝑅𝑀𝑆𝐸𝐽𝑅𝐶 = √
∑ (𝐽𝑅𝐶𝑜,𝑖−𝐽𝑅𝐶𝑝,𝑖)

2𝑛
𝑖=1

𝑁
   (5-6) 

where Ho is the manually measured asperity height; JRCo is the values obtained from the 

manually measured profiles; Hp and JRCp are the values obtained from the profiles of 

photogrammetry 3D models. The parameters, RMSEha and RMSEJRC represent the standard 

deviations of the data distributions for the maximum asperity heights and the JRC values.  

In this study, the manually measured roughness profiles and their JRC values, which are 

obtained from 1 mm interval profile gauges, are regarded as the standard values for the 

required accuracy of the rock joint roughness investigations. Therefore, the normalized 

values, NJRC and NHa in Eq. (5-1) and Eq. (5-2) indicate the accuracy of the photogrammetry 

3D models for the rock joint roughness estimations based on the manually measured values. 

The normalized values also classify the photogrammetric JRC values into over- or under-

estimation of JRC based on the JRC values obtained from manual measurements.  

5.3.3 Parabolic error models 

In photogrammetry, the modification of the 3D image scale, which is caused by the 

variations of focal length of lenses as well as the distances to rock cuts, can affect the 

RMSEJRC and RMSEHa. The influence of the camera distances to objects on the normalized 

roughness parameters can be expressed by means of the RMSE values. Based on the 

laboratory data, it is observed that the distributions of the RMSE are well regressed by 

symmetric curves which are centred by the normalized true value (NJRC=1.0) associated 

with the camera distances to the object (Fig. 5.19). As a base form of the error functions, a 

parabolic equation is proposed as presented in Eq. (5-7). 

𝑅𝑀𝑆𝐸𝐽𝑅𝐶 ∙ 𝑑 = 𝑎𝑁𝐽𝑅𝐶
2 + b𝑁𝐽𝑅𝐶 + 𝑐  (5-7) 
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where d is the camera distances to objects; a is a coefficient to determine the direction and 

the size of the parabola which represents the precision of the data; b and c are the 

coefficients to determine the locations of vertex of the parabola. In this equation, the 

coefficients, a, b, c are easily interpretable and varied with the employed focal length of 

lenses in this study. It can be assumed that larger focal length lenses create larger values of 

the coefficient ‘a’ so that the errors are distributed in the narrower ranges. The coefficient, b 

can be approximately correlated with the coefficient, a as shown in Eq. (5-8) because the x-

coordinate of the vertex of the parabola is located near the point (1, 0). The coefficient, c, is 

the average value of 𝑅𝑀𝑆𝐸𝐽𝑅𝐶 ∙ 𝑑 when the estimated JRC value is ‘0’. 

𝑏 ≅ −2𝑎  (5-8) 

The obtained RMSE values are presented in Table 4-4. In case of the maximum asperity 

angles obtained from the roughness profiles of the 3D images, it is difficult to find any 

interesting trends from the RMSE of the maximum asperity heights according to the 

differences of focal lengths. The RMSEHa values are similar for the three different focal 

lengths. However, the RMSEJRC values using the macro lens, FL = 24 mm, are larger than 

other lenses, which could be attributed to the measurement errors obtained from their low 

precision within the test distances. It can be also noticed that the RMSEJRC, which were 

estimated from the data obtained at the allowable distances, were reduced to 1.73.  

Table 5-4. Error estimation for maximum asperity heights and JRC 

Focal lengths (mm) Data numbers RMSEHa (mm) RMSEJRC 

24 

50 

85 

24, 50, 85 

79 

68 

68 

24 (allowable distances) 

2.57 

2.62 

2.59 

2.32 

3.68 

2.23 

2.24 

1.73 

The normalized JRC values are plotted in the histograms and probability density plots of 

Figure 5.19. As the most common probability distribution function, with the assumption 

that the data fit the Gaussian distribution, the probability of NJRC can be estimated. Figure 

5.19 (a) shows that there is a 60 % chance of obtaining the accuracy of JRC values within ± 

20 % of differences for all data set with the mean value: μ = 0.87. In contrast with the 

complete data sets, the probability density function (PDF), which is formed by the data at 
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the allowable distances, shows higher probability (PDF = 0.85) and reasonable mean values 

(μ = 0.97) than does the entire data sets. 

 

Fig. 5.19 Histograms and probability density functions of normalized JRC values in the 

entire ranges (a), at the allowable distances (b) 

The data distributions, which are correlated between 𝑅𝑀𝑆𝐸𝐽𝑅𝐶 ∙ 𝑑  and 𝑁𝐽𝑅𝐶  for the 

employed focal lengths, are presented with a good agreement to quadratic equations (R2 = 

0.88 ~ 0.90). The concavity of the parabola curve represents the precision of data. This 

steepness of the side of the parabola is controlled by the parameter, a, the coefficient of the 

𝑥2 term of the quadratic equation. The coefficient, a, increases as longer focal length lenses 

are used whereas the widths of the parabolas are decreased. This trend can be observed 

from Figure 5.20.  

Table 5-5 presents the coefficients of the quadratic equations of the regression curves 

according to the used focal lengths. It is also noted from Figure 5.19 that the RMSEJRC 

values increased with the camera distances and the rates of the increases are dependent on 

the focal length of the lenses. In order to identify the variations of RMSEJRC with camera 
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distances, the average values of RMSEJRC are plotted in accordance with the camera 

distances in Figure 5.21.  

Table 5-5. Coefficients of RMSEJRC quadratic equations according to the focal lengths 

Focal lengths (mm) a b c 

24 

50 

85 

655 

877 

1,041 

-1,320 

-1,774 

-2,063 

651 

888 

1,014 

These data produced an exponential regression for each focal length of lenses. It can be 

observed from the graphs that the RMSEJRC values are proportional to the camera distances 

from the objects. However, less agreement in the data for the 85 mm lens (R2 = 0.43) is also 

observed. This can be attributed to the fluctuated data between 6.0 to 7.0 meters.   

Using the mean values of RMSEJRC·D in close distance ranges obtained from Figure 5.21, 

the ranges of normalized JRC values can be approximately predicted by means of the 

correlations between the parabola equations and the exponential regression curves as shown 

in Figure 5.22 (b). The distance ranges between cameras and objects, which are used for the 

approximations, are also within the simulated distance range of up to 7.0 metres.   
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Fig. 5.20 RMSE distributions according to the camera distances based on normalized JRC, 

FL 24 mm (a), 50 mm (b), 85 mm (c) 
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Fig. 5.21 Regression curves using mean values of RMSEJRC obtained from each distance to 

the object, FL = 24 mm (a), 50 mm (b), 85 mm (c) 
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In terms of the feasibility of the parabola equations, the interpolation should be limited to 

the verified ranges, where NJRC values are less than 1.3. The data ranges over 1.3, which are 

drawn with dot lines in Figure 5.22, are not verified. It is observed from the data 

distribution that the upward trend of the parabola equations, which turn up in the NJRC 

ranges between 1 and 1.3, is evident. However, these upward parts of the overestimated 

data are mainly due to the data in close distances for each focal length of lenses. Thus, the 

interpretation of the parabola equations in this study is focussing on the underestimated 

ranges less than NJRC = 1.0. 

 

Fig. 5.22 RMSE error models based on focal length of lens, exponential regressions (a), 

parabola models (b) 
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5.3.4 Data reconciliation using the parabolic models 

The histograms of NJRC values obtained from the original data for each focal length lens 

provide reasonably distributed values with normal distribution shapes centred by NJRC=1.0, 

as shown in Figure 5.20. From the probability data functions, it is assumed that the 

precision of data can be indicated by the values within ± σ intervals. Based on the influence 

of the camera distance to the object, the mean values of NJRC distributions for each focal 

length of lens were underestimated ranging from 0.78 to 0.93. The data are spread out from 

the mean values indicating the standard deviation from 0.15 to 0.23 as shown in Table 5-6. 

Data reconciliation, using the quadratic equations (Fig. 5.20), was able to improve the 

accuracy and precision of JRC data distributions by adjusting the initially biased JRC data. 

The redistribution of JRC values was performed by adding or subtracting the errors, which 

were estimated from the parabola equations, to the original JRC data. Figure 5.23 compares 

the probability of JRC distributions between the original data and the reconciliatory data. 

The results indicate that the data reconciliation using the parabola error models for each 

focal length lens is effective in shifting the mean values to the true values as well as to 

improve data precision.  

The difference of mean and standard deviation before and after the data reconciliation 

verify the effect of the parabola error functions. Applying the parabola equations, the 

standard deviations were considerably reduced by half the original values and the mean 

values are distinctly close to ‘1’ as shown in Table 5-6. The equations are determined for 

the employed lenses to ensure that the predicted error distributions, which are factored by 

camera distances to objects, improve on the probability of JRC estimation using 

photogrammetry methods. 

Table 5-6. Comparison of standard deviation and mean values of the normalized JRCs 

before and after the data reconciliation 

Focal lengths  

(mm) 

Before reconciliation After reconciliation 

Standard deviation Mean Standard deviation Mean 

24 

50 

85 

0.23 

0.17 

0.15 

0.78 

0.93 

0.89 

0.13 

0.09 

0.08 

0.89 

0.97 

0.94 
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Fig. 5.23 Comparison of histograms and PDF between initial NJRC data and updated NJRC 

data; FL=24 mm (a), FL=50 mm (b), FL=85 mm (c) 



117 

 

5.4 Conclusion 

Close range photogrammetry was employed to investigate the influence of the focal length 

of employed lenses and the camera-to-object distances for JRC estimation through a set of 

laboratory tests. Three different focal length lenses (FL=24, 50, 85 mm) were used to 

extract roughness profiles, as well as JRC values, for up to 7 m of photograph distances. 

The results recommend allowable photograph distances for the employed focal lengths to 

produce data with manual measurement precision (at 1 mm intervals). At the allowable 

distances, the accuracy and precision of JRC data distributions were increased compared to 

that obtained from the range of distances used in the experiments.  

Normalized JRC values and normalized asperity heights are decreased with camera-to-

object distances. NJRC data obviously indicated downward trends with the c-to-o distances. 

Based on the results, allowable photograph distances are determined as 1, 2, 4 metres for 

the combination of Nikon D7000 with 24, 50, 85 mm focal length lenses respectively. This 

result is limited for the employed camera and lenses in the idealized laboratory conditions 

(same lighting and orthogonal photographing). Thus, the combinations of photograph 

equipment should be considered in the use of the results from this study. Using the data 

statistics, this study developed a quadratic equation which is governed by normalized JRC 

values and RMSEJRC with camera-to-object distance. The coefficient, a, which is the size of 

the parabola models, was directly dependent upon the focal lengths of the employed lenses. 

As a result, the obtained original data from each focal length lens was improved by using 

each parabola curve. The quadratic equations effectively shifted the biased mean values to 

the true values and reduced the standard deviations of the data distributions. This study also 

suggests that the parabola models can be verified and improved by using site 

photogrammetry data.  

As mentioned above, the developed error models however limited in the combination of the 

employed camera sensor size and with the employed focal length lenses. The laboratory 

conditions kept constant lighting and orthogonal optical axis to the object. The use of the 

error models thus should consider the camera factors and the limitation of the laboratory 

condition. In this study scope, the parabola models are verified by using the field data 

collected from natural rock slopes. The analysed results will be presented in Chapter 6.  



118 

 

6 ANALYSIS OF THE ACCURACY OF PHOTOGRAMMETRIC 

ROUGHNESS DATA  

A part of this chapter has been accepted for publication in Rock Mechanics and Rock 

Engineering journal as follows: 

Dong Hyun Kim, George Poropat, Ivan Gratchev, Arumugam Balasubramaniam (2016) 

Assessment of the accuracy of close distance photogrammetric JRC data. Rock Mechanics 

and Rock Engineering. doi: 10.1007/s00603-016-1042-9 

6.1 Introduction  

In this chapter, the influences of camera-to-object distance, focal lengths and profile 

orientations on the accuracy of JRC values are investigated by using several 

photogrammetry field surveys. Directional photogrammetric JRC data are compared with 

data derived from the measured profiles so as to determine their accuracy. The extent of the 

accuracy of JRC values was examined based on the error models which were developed 

from laboratory tests and revised for better estimation in this study.  

The roughness data which have been collected from surveys at six different sites are used 

for analysis. In each survey site, 2 ~ 8 profiles were measured in accordance with the 

suitability and accessibility of the target surfaces for the measurements. This allows the 

measured profile shapes and their JRC values to be compared with the photogrammetric 

roughness data. The results of each field survey are discussed associated with different site 

conditions. This study also investigates the influence of the oblique angles of the line of 

sight to the exposed rock surfaces in the photogrammetry setup, which is one of the most 

distinct differences with the previous laboratory condition. 

As discussed in Chapter 5, based on the methodology of stereo photogrammetry, a JRC 

error model was developed. This model demonstrates the relationships between the RMSE 

of photogrammetric JRC values and the proportion of over or underestimation of the JRC 

values considering camera-to-object distances. As this model was created under an ideal 

laboratory condition and the data show dominantly underestimation, the model can be 

revised by the field data especially for the overestimation range. This error model is 

reconstructed using both the RMSE and the mean absolute error (MAE) of JRCs to seek 
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better correlations in this chapter. The error model can be used as a guideline for field 

photogrammetric JRC data which may involve additional errors induced by various field 

conditions. Also, this model can be verified by analysing field photogrammetric JRC values.        

6.2 Evaluation of the accuracy of photogrammetric JRC values  

To measure the accuracy of continuous variables, the root-mean-squared-error (RMSE) and 

the mean absolute error (MAE) are commonly employed. RMSE has been widely used to 

identify the accuracy of data due to its high correlation between the predicted values and the 

observed values. In a photogrammetry standard, the accuracy of geospatial data obtained 

from photogrammetry has been classified using the RMSE of data coordinates (American 

Society for Photogrammetry & Remote Sensing, 2014). As a natural measure of average 

error magnitude, advantages of MAE have also been reported (Willmott & Matsuura, 2005; 

Chai & Draxler, 2014).    

In Chapter 5, the proposed quadratic functions show upward parabolic curves with different 

widths according to the focal length of lenses. However, since the laboratory data are 

predominantly plotted in the range of underestimation, the quadratic regression curves are 

partly lack of correlations in the range of overestimation. Considering the balance of data, it 

is reasonable that the data can be interpreted by dividing the data range into underestimation 

and overestimation categories. In this study, the JRC data obtained from the laboratory tests 

reconstructed error functions using MAE of the JRC values as shown in Figure 6.1 (b). 

With the use of absolute values, the basic form of the MAE of JRC is simpler than the 

RMSE form as given in Eq. (6-1).  

𝑀𝐴𝐸𝐽𝑅𝐶 =
∑ |𝐽𝑅𝐶𝑜,𝑖−𝐽𝑅𝐶𝑝,𝑖|
𝑛
𝑖=1

𝑁
                    (6-1) 

In the total data range, the overall patterns of the relationship between RMSE or MAE and 

NJRC are similar showing quadratic regression lines. The results show that the uniformly 

distributed errors of MAE in the range of overestimation more suitably describe the trends 

of the JRC errors than the previous parabola models. In this range, linear regressions 

between MAEJRC and NJRC are formed with a high range in the values of the coefficient of 

determination (R2 = 0.79 ~ 0.96). The large focal lengths create steeper inclinations of the 

regression line than short focal lengths. Similarly, in the underestimation category data 

range, the quadratic regressions of RMSEJRC showed better correlations with NJRC than 
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MAEJRC and the previous parabolas. The improved relationships are shown by R2 values as 

given in Figure 6.1 (a) and (b).  

 

Fig. 6.1 JRC error models based on lens focal length in a laboratory condition: RMSE 

parabola models (Kim et al., 2015c) (a), revised RMSE and MAE error models (b) 

6.3 Field conditions and data collection 

The target areas at site #1 comprise clearly exposed bedding planes of shale and sandstone 

joints. The orientations of the surfaces were mostly slanted against the camera axis. The 
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target areas at site #2 included parts of exposed joint surface of shale and the road cuts were 

partly covered by plants. The location of the target area was lower than the camera height. 

The target area at site #3 was clearly exposed by excavation and the target area was a 

weathered joint surface. The target areas at sites #4 and #5 were parts of road cuts and the 

exposed joint planes are almost orthogonally oriented to the optical axis. The target areas at 

site #6 were parts of sandstone rock blocks for landscaping. The target surfaces of the 

blocks were individually oriented with different angles to the optical axes. 

Table 6-1. Summary of photogrammetry site investigations 

sites number 

of  

profiles 

camera-to-

object  

distances (m) 

baseline 

distances 

(m, B:D=1:7) 

focal 

lengths 

(mm) 

point 

intervals 

(mm) 

ground 

sampling 

distance (mm) 

#1* 

#2 

#3 

#4 

#5 

#6 

9 

4 

3 

3 

3 

8 

14.0, 17.0 

2.0, 5.0, 10.0 

3.0, 33.0 

14.0, 14.8 

11.8, 12.0 

2.0, 5.0, 10.0 

2.5 

0.3, 0.8, 1.5 

1.5, 5.0 

2.0 

1.7 

0.3, 0.8, 1.5  

24 

24, 50, 85 

24 

24, 50, 85 

24, 50, 85 

24, 50, 85 

12.8 ~ 22.4 

0.4 ~ 10.5 

5.2 ~ 23.9 

2.2 ~ 8.7 

1.6 ~ 7.7 

0.2 ~ 19.8 

3.0 ~ 3.4 

0.5 ~ 2.9 

1.0 ~ 6.0 

0.8 ~ 2.2 

0.8 ~ 2.4 

0.1 ~ 1.7 

* site #1: Beaudesert-Nerang road 1, site #2: Beaudesert-Nerang road 2, site #3: Bethania, 

site #4: Nerang-Murwillumbah road 1, site #5: Nerang-Murwillumbah road 2, site #6: 

Smith road 

Through the site surveys, the range of employed camera-to-object distances varied from 2 

to 33 metres. In the photogrammetry surveys, the specific sections of the rock slopes were 

marked using circular and rectangular targets which were 30 to 50 cm apart as shown in 

Figure 6.2. The targets were arranged into square, triangle or line shapes according to the 

measurement availability. Roughness profiles were manually measured using a profile 

gauge (1 mm interval) for the lines between targets. For all six site surveys, photographs 

were taken on bright sunny days and the sections of the slopes were unaffected by shadows.   

3D images were created using Sirovision. In order to reduce a possible error due to camera 

factors, the calibrations of the employed lenses and camera body combinations were 

performed using the calibration data files provided by the manufacturer. The point cloud 

intervals of the 3D models generally increased with the camera-to-object distances and the 

intervals were inversely proportional to the lens focal length employed. However, the points 

in space created by a 3D image were inconsistent due to the irregularity of the natural slope 
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surfaces. This appearance was heightened by the fact that the surface being imaged is not 

flat so the points appear to be scattered in an irregular pattern.  

 

Fig. 6.2 Examples of target arrangements for roughness measurement; at site #1 

(Beaudesert-Nerang road) (a), site #3 (Bethania) (b) 

6.4 Accuracy of photogrammetric roughness data 

6.4.1 Profile agreement 

A total of 30 measured profiles were compared with the photogrammetric profiles. The 

photogrammetric roughness profiles were generated from the 3D data based on the point-to-

line distance method as described in Section 3.3.3. Overall, a photogrammetry setup at close 

distance with longer focal length lenses created well matched profiles. Figure 6.3 presents 

an example of the profile deviations of site #4 in accordance with the employed focal length 

of the lenses. The vertical scale is exaggerated two times for clarity. Due to insufficient data 

points in the 3D models (8.7 mm point cloud distance), the profile which has been created 

from the 24 mm lens, showed considerable mismatch as shown in Figure 6.3 (a) where the 

agreement of the profile shape is governed by the point interval of 3D images. With smaller 

point intervals (2.2 to 4.0 mm), the large scale undulation in the profiles obtained from both 

the 50 mm and 85 mm lenses is comparatively consistent with the measured profiles (see 

Fig. 6.3 (b) and (c)).  
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The accuracy of the profiles in a 3D model can also vary with the locations of the sections 

of interest due to the irregular pattern of the originally formed mesh. As demonstrated in 

Figure 6.4, the angles between the line of sight and the normal vector of a rock surface vary 

with the sections of interest in an image. Consequently, the point cloud intervals of the 3 

sections varied from 12.8 mm to 22.4 mm in the same 3D model.  

 

Fig. 6.3 Comparison of a roughness profile at site #4 between manual measurement and 3D 

models according to the employed focal length (FL): 24 mm (a), 50 mm (b), 85 mm (c) 

 

Fig. 6.4 A window shot of Sirovision and the sections of interest (Site #1, C-to-O distance: 

17 m, FL=24 mm) 
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In Figure 6.5 (a), the obtained data on point cloud intervals from the field surveys generally 

shows a gradual increase with the camera-to-object distances. The point intervals show 

rather scattered patterns (R2 = 0.66 to 0.84) compared to those obtained under laboratory 

conditions obtained in a previous study by the authors (Kim et al., 2015c). The dispersion of 

data is clearly shown from the results obtained using the short focal length (24 mm). Under 

laboratory conditions, based on orthogonal images, a linear increase of point intervals in the 

3D images was obtained with increasing camera-to-object distances with R2 = 0.95 to 0.99 

as shown in Figure 6.5 (b). This reflects the irregularity of the rock surface orientations for 

the line of sight of the camera setup and may also explain the reason why the irregular point 

intervals can be attributed to the influence of the variation of the rock surface orientations.  

 

Fig. 6.5 Variation of point cloud intervals of 3D images: site investigation (a), laboratory 

condition (Kim et al., 2015c) (b) 

The oblique angle of camera setup facing a rock slope can influence the accuracy of 

photogrammetric profiles. This issue was examined by Hong et al. (2008) that inclined 

sample surfaces can produce underestimated roughness data. In a general orthogonal 

photograph setup, the oblique angle of the line of sight to a plane can be identified by the 

angle between the line of sight and the line of interest on a plane. As shown in Figure 6.6 

(a), the angles are illustrated by both the angle between the line of interest on a plane and 

the optical axis (θ1˚) and the angle between the optical axis and the normal vector of the 

plane (θ2˚). These angles can be represented on a stereographic projection which is a 

convenient tool to identify geological structures on rock faces in any orientations. The 

method of the hemispherical projection is well described by Priest (1985) and Goodman 

(1989).  
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With the strike of a plane, the angle of pitch is measured from the perimeter of the net along 

the great circle. In Figure 6.6 (b), line 1 in the plane ˋA՛ has a pitch of α˚ measured from the 

strike line. The acute angle between the optical axis and the given line 1 is counted from the 

pitch θ1˚. In a similar way, θ2˚ is counted from the perimeter between the optical axis and 

the pole of plane ˋA՛ along the great circle of plane ˋB՛containing the line 1. Accordingly, 

the discrepancies in photogrammetric profiles could occur as θ1˚ decreases and as θ2˚ 

increases. The identified angles of the all data are summarized in Appendix C. 

 

Fig. 6.6 Camera oblique angle and normal vector of a section of interest: in 3D space (a) , 

stereographic projection (b) 

In this study, the deviation of the profile waviness between manual measurement and 

photogrammetry was simply quantified by using the differences in the maximum asperity 

heights between 3D models (hp) and manual measurement (hm). For all measured roughness 

profiles, hp and hm values were obtained using the same profile length (L = 30 cm) based on 

the straight edge method. This method has been used for roughness estimation in large scale 

profiles (Piteau, 1970; Milne et al., 1992; Palmström, 2001). Comparing the manually 

measured profiles with the photogrammetric profiles, the accuracy of profile waviness was 

investigated using the deviation ratio of the maximum asperity height (hp - hm / hm) and the 

results are plotted according to the point intervals in Figure 6.7. When the values are close 

to ˋ0ˊ, better agreement between the manual profiles and the photogrammetric profiles can 

be achieved. The field data show scattered distribution, however, the data in the range less 

than 1 mm intervals tend to be close to the mean values with lower standard deviation (SD 

= 0.33, Fig. 6.7 (a)) than the data in the range more than 1 mm point interval (SD = 0.76, 

Fig. 8 (b)).  

It was also found that high oblique angles for the camera axis could reduce the amount of 

dispersion of photogrammetric profiles. The data plotted in Figure 6.7 (a) and (b) are sorted 
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by the high-angle oblique range of θ1 > 60˚ and θ2 < 30˚. These ranges indicate that the 

angles between the camera axes and the profiles form acute angles close to the orthogonal 

photographs within the range of 60˚ ~ 90˚. As shown in Figure 6.7 (c) and (d), within these 

data ranges, the variations of the data are obviously reduced from 0.16 to 0.13 (point 

interval ≤ 1.0 mm) and from 0.76 to 0.34 (point interval > 1.0 mm). The result indicates that 

the accuracy of photogrammetric profiles is affected by the oblique angles θ1 and θ2 and 

orthogonal photographs are appropriate for the measurement of roughness.  

 

Fig. 6.7 Distribution of maximum asperity height ratio according to point cloud intervals: 

total data, point interval ≤ 1.0 mm (a), total data, point interval > 1.0 mm (b), data within 

the high-angle oblique (θ1 > 60˚ and θ2 < 30˚), point interval ≤ 1.0 mm (c) and data within 

the high-angle oblique (θ1 > 60˚ and θ2 < 30˚), point interval > 1.0 mm (d) 

 

  



127 

 

6.4.2 Accuracy and precision of photogrammetric JRC values 

JRC values were estimated by using the small scale asperity heights of the photogrammetric 

profiles as demonstrated in Eqs. (2-4) and (2-6). A total of 111 JRC values were used to 

analyse the results. The obtained photogrammetric JRC values are summarized in Table 6-2 

and the results of each site are demonstrated in Figures 6.8 and 6.9. According to the site 

conditions, the obtained JRC values showed different trends. The JRC values of site #1 and 

#3, which were obtained by using short focal length (FL=24 mm) and from large c-to-o 

distances (17 m, 33 m), were mostly underestimated due to the insufficient data points (Fig. 

6.8 (a) and (c)). It was observed that some of 3D images at site #2 were influenced by plants 

near the target areas. Consequently, the low resolution images which were taken by 24 mm 

lens created distorted 3D models and resulted in overestimations of JRC values (Fig. 6.8 

(b)). This tendency was similarly found from the site #4 and #5. The target areas in these 

sites were clearly exposed and orthogonally oriented to the camera axes, the differences of 

JRCs between manual and photogrammetry were relatively less than at other sites. However, 

large differences between the JRCs are found for low resolution images (FL=24 mm) as 

shown in Figures 6.8 (d) and (e).  

Figure 6.9 demonstrated the variation of JRC values for site #6 for different focal lengths. It 

is distinct from the other sites that the photogrammetric 3D images mainly overestimated 

the JRC values. Also, in some profiles, large variations in JRC values are found in the all 

camera-to-object distance ranges when 24 mm and 50 mm lenses were used. These 

overestimated values were predominantly due to distorted waviness in the extracted profiles. 

The use of longer focal length lens (FL = 85 mm) could reduce the data deviation (Fig. 6.9 

(c)).  

The JRC data are plotted and compared with the error models for both the ranges of 

underestimation and overestimation in Figure 6.10. In contrast to the authors’ previous 

laboratory study (Kim et al., 2015c), it appears that the plotted data are quite dispersed 

according to each field survey condition and dominantly distributed in the overestimated 

region as demonstrated in Figure 6.10. Overestimation can be found in both the high 

resolution and low resolution images. The reasons are due to the influences of data noise as 

discussed by Poropat (2008), the distortion of waviness leading to an overestimation of 

JRCs at low resolutions.  
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Table 6-2. Summary of JRC values employed to the analysis 

sites Profiles 

(L= 250 ~ 300 mm) 

θ1 (˚) θ2 (˚) JRC values 

manual 3D models 

#1. Beaudesert- 

Nerang road 1 

 

1 

2 

3 

4 

5 

6 

7 

8 

9 

39 

34 

43 

70 

82 

83 

50 

44 

60 

38.5 

48 

76.8 

42.5 

40.7 

5.8 

7.8 

40.5 

6.2 

11.6 

7.5 

8.7 

11.3 

8.7 

5.4 

12.0 

14.8 

14.1 

6.6  

8.2 

8.2 

5.3 

8.7 

10.8 

6.9 

3.4 

14.2 

#2. Beaudesert- 

Nerang road 2 

 

1 

2 

3 

4 

51 

63 

85 

78 

93.1 

25.3 

85 

78 

6.4 

11.0 

7.2 

9.0 

11.2 ~ 17.7 

8.1 ~ 19.7 

5.6 

7.3 

#3. Bethania 

 

1 

2 

3 

63 

76 

61 

102.7 

31.6 

64 

15.0 

10.1 

13.7 

11.8 ~ 12.9 

10.2 ~ 18.3 

9.7 ~ 12.4 

#4. Nerang- 

Murwillumbah 

road 1 

1 

2 

3 

90 

87 

86 

81 

20.7 

140.9 

5.6 

5.7 

3.7 

4.6 ~ 11.1 

6.3 ~ 10.7 

2.1 ~ 9.9 

#5. Nerang- 

Murwillumbah  

road 2 

1 

2 

3 

80 

87 

79 

57.2 

37.6 

15.7 

7.0 

7.6 

8.7 

5.8 ~ 9.7 

11.1 ~ 17.6 

9.2 ~ 17.6 

#6. Smith road 

 

1 

2 

3 

4 

5 

6 

7 

8 

51 

74 

74 

69 

55 

79 

51 

57 

3 

78.5 

78.5 

55 

19.9 

0 

88 

66.9 

7.6 

10.5 

13.7 

10.4 

14.0 

8.6 

5.1 

6.7 

4.9 ~ 12.1 

9.5 ~ 15.2 

7.7 ~ 16.3 

4.0 ~ 15.0 

15.8 ~ 24.4 

9.5 ~ 21.7 

9.8 ~ 23.0 

7.2 ~ 13.9 

As shown in Figures 6.10 a) ~ c), the data also deviate from the error models with the 

deviations more obvious when shorter focal length lenses are employed. This deviation may 

be attributed to various sources of errors derived from different site conditions. However, I 

suggest that the differences are mainly due to the lack of image resolution. In the range of 

high resolution point intervals (less than 1 mm), the deviations are considerably reduced as 

demonstrated in Figures 6.10 d) ~ f). The sorted data are plotted along the error models with 
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stronger relationships according to the focal lengths even though there are still deviations 

with the error models.  

 

Fig. 6.8 Comparison of JRC values between manual and photogrammetry in site #1 (a), site 

#2 (b), site #3 (c), site #4 (d), site #5 (e) 
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Fig. 6.9 Comparison of JRC values between manual and photogrammetry in site #6: FL= 24 

mm (a), FL = 50 mm (b), FL = 85 mm 
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Fig. 6.10 Distribution of JRC error data and comparison to the error models: total data of 

FL = 24 mm (a), FL = 50 mm (b), FL = 85 mm (c) and the data of point intervals ≤ 1 mm of 

FL = 24 mm (d), FL = 50 mm (e), FL = 85 mm (f) 

It is observed that the deviation is reduced within the range of high oblique angles (e.g. θ1 > 

60˚ and θ2 < 30˚). The black dots in Figures 6.10 d) ~ e) show that the sorted data are 

closely distributed around the error curves. This distribution shows that the orthogonal 

photographs improve the accuracy of photogrammetric JRCs as evident from the trends of 

the data for each focal length. As a consequence, the data distributions obtained from the 
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site photogrammetry survey indicate that the oblique camera angles can influence on the 

accuracy of both the waviness of profiles in large scale and the deviations of JRC values in 

small scale roughness. It should be also noted that the results of data analysis could be 

influenced by the inconsistency in the amount of data recorded at each field survey. Further 

studies using more data from varied field conditions will allow improved understanding of 

the proposed error models.      

6.5 Discussion 

A combination of large sensor sizes and longer focal lengths can achieve high resolution 

images of joint surfaces. This combination can show linear relationships between the 

camera combinations and camera-to-object distances under laboratory conditions. However, 

under field conditions, the point intervals of the obtained 3D images vary with the 

complexity of the object in the field conditions. This study demonstrates that the point 

interval is an important factor and determines the level of accuracy of photogrammetric JRC 

data. For the same measurement interval with manual measurements (≈1.0 mm), this study 

showed the feasibility of stereo photogrammetry for JRC estimation. Within the range of 

point interval (≤ 1.0 mm), the errors could be interpreted using the developed error models 

with close correlations.   

Unlike laboratory conditions, the field photogrammetry surveys which were performed 

under different photograph conditions, resulted in scattered data and plotted mainly 

overestimated JRC values. The obtained JRC values sometimes showed large discrepancies 

due to the distortion of 3D models and data noise. A comparison of the results from 

previous lab tests and field surveys is summarized in Table 6-3. The most important factor 

influencing on the accuracy of 3D models is an image error due to any discontinuous 

obstacles in target areas such as surrounding plants, large void and rock fragments. The 

existence of these factors causes large distortion of the 3D images and thus results in the 

overestimation of JRC values. In the laboratory conditions, the range of JRC values was 

predominantly underestimated. In the cases, distortion of 3D models was rarely found while 

the undulations of profiles were insufficiently represented due to a lack of points.  
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Table 6-3. Comparisons of the quality of JRC accuracy between the laboratory and the field 

conditions 

conditions 

frequency 

laboratory conditions (Kim et al., 2015c) 

(c-to-o distance: ≤ 7 m) 

field conditions 

(c-to-o distance: 2 m ~ 33 m) 

often underestimation 

- with small discrepancy of profiles due to 

insufficient accuracy of 3D models   

- due to lack of data intervals 

overestimation 

- with noticeable discrepancy of 

profiles due to distortion of 3D 

models 

- due to data noise 

 

seldom overestimation 

- due to data noise 

- high level of accuracy less than NJRC=1.3 

underestimation 

- due to lack of data intervals 

 

The results of the field tests also showed the influence of the orientation of profiles. To 

obtain better accuracy for the profiles of interest, orthogonal photographs are recommended. 

This study showed the effect of the photograph angles on the accuracy of roughness data 

within the range of high oblique angles (e.g. θ1 > 60˚ and θ2 < 30˚). In practice, this 

methodology can be an issue for the tripod based stereo photogrammetry. Actually, the 

limitation of the camera angles can be supplement by using SfM which is more flexible in 

the photogrammetry setup, the feasibility of which can be investigated in future research.    

6.6 Conclusion 

Photogrammetric roughness data were investigated under field condition. Linear profiles 

and photogrammetric JRC values were obtained from the 3D models, and the accuracy of 

the results was investigated by using the proposed error models focussing on the influence 

of data intervals and orientation of the profiles. A total of 30 profiles were manually 

measured and compared with the 3D models created in accordance with varying camera-to-

object distances and the focal length of lenses. Based on the field data, following 

conclusions can be drawn: 

    - This study improved the previous JRC error models by using better correlations, in the 

overestimation range, between MAEJRC·d and NJRC.  

    - In comparison with the error models, the JRC values of the field data were generally 

overestimated and showed considerable scatters. The most influential of all the factors on 

the accuracy of roughness data was the point interval of 3D models and the data range in 1 

mm point interval can reduce the differences from the error models.  



134 

 

    - The field data also show that the oblique angles of the optical axis to the pole (θ1) and to 

the measured profile (θ2) can significantly affect the accuracy of both the maximum asperity 

height and JRC values of the profiles. The oblique angles could be usefully interpreted by 

the stereographic projection methods. In the range of the oblique angles (θ1 > 60˚ and θ2 < 

30˚) close to orthogonal, photogrammetry setups could improve the accuracy of the 

maximum asperity heights (hp) and JRC values. This shows that stereo photogrammetry can 

be used to produce linear roughness profiles and JRC estimation in a specific photographic 

setup.  
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7 APPLICATIONS OF PHOTOGRAMMETRIC JRC DATA ON 

ROCK ENGINEERING ISSUES 

7.1 Introduction 

This chapter is composed of five photogrammetry surveys and relevant analyses that 

describe systematic approaches in the application of photogrammetric techniques in 

investigating the stability of rock mass. In the surveys, photogrammetric JRC values are 

employed as a design value associated with different fundamentals of rock mechanical 

behaviours. In each case, the influences of the photogrammetric roughness values are 

investigated by comparisons the results of site investigation with numerical analyses. These 

comparative simulations can give engineers to anticipate possible implications of the biased 

roughness data for each safety issue. The overall schemes of the site surveys are presented 

as follows.  

The first survey is to investigate the feasibility of photogrammetric JRC values on slope 

stability analysis. The estimated JRC values from the 3D model are applied for back-

analysis of a failed natural rock slope. In this case study, the back analysis is performed by 

using a 2D Mohr-Coulomb numerical model.  In the second survey, the slope models are 

extended to the use of the density of joint sets. This case study analyses the slope stability 

based on the Hoek-Brown model combined with combined with photogrammetric JRC 

values. The third survey is to analyse a block failure of a natural rock slope. The back-

analysis is performed using photogrammetric JRC data obtained from the slid joint planes. 

The results are also compared with the results of the block theory analysis as an analytical 

method. In the fourth survey, the photogrammetric JRC data are used for the calibration of a 

dynamic parameter for rock fall simulation through the trials of site experiments. JRC 

values are obtained from an excavated slope in which rock fall experiments are performed. 

Comparing the rock fall behaviours to the results of parametric rock fall simulations, this 

site investigation tries to connect between photogrammetric JRC values and friction angles. 

The fifth survey describes the feasibility of photogrammetric roughness data for the 

investigation of rock weathering. Each case study was published in prestigious international 

journals during this doctoral program 
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7.2 Case study 1 (Mohr-Coulomb model) 

A part of this section was published in Landslides journal as follows: 

Kim DH, Gratchev I, Balasubramaniam AS (2013) Determination of joint roughness 

coefficient (JRC) for slope stability analysis: a case study from the Gold Coast area, 

Australia. Landslides, 10:657-664. 

7.2.1 Introduction 

This part of the thesis seeks to clarify whether photogrammetry can produce accurate 

measurements of JRC that can be used to assess the stability of slopes. In this case study, a 

photogrammetry survey for a natural rock slope was performed. The slope has been 

experienced a partial failure due to heavy rainfall in the past few years. The rock surface 

roughness data was obtained from the exposed slope surface by using photogrammetric 3D 

models and the values were compared with manually measured values. Computer analysis 

using the Universal Distinct Element Code (UDEC) was also performed to study the effect 

of JRC variation on the slope stability. 

With the application of numerical analysis, the feasibility of photogrammetric JRC values is 

discussed in this section. The obtained results showed some discrepancy in the values of 

JRC obtained from the three different measurements: photogrammetry, manual 

measurement and tilt tests. In particular, the JRC obtained using the Barton’s comb had 

slightly higher values compared to those determined through the photogrammetry method 

while the tilt test results tended to yield overestimated values of JRC. The JRC variation on 

slope stability analysis is sensitive under the Barton-Bandis shear strength model. It was 

generally found that an increase in the JRC led to an increase in the safety factor of the 

slope. The obtained photogrammetric JRC values have a wide range in the surveyed area.   

7.2.2 Geological background of study area 

The study slope is a road cut along the Beaudesert-Nerang road that connects the Gold 

Coast with the Tambourine Mountain area (Fig. 7.1). The lengths of this slope range from 

50 m to 200 m and the heights of the rock cuts are normally less than 10 m. In the geology 

of the site, argillite and sandstone of the Neranleigh-Fernvale beds alternate with each other 

(Willmott, 2010) (Fig. 7.2).  
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Fig. 7.1 Overview of the rock cuts studied 

The rocks are heavily weathered, fractured and steeply inclined. As a main rock type, 

argillite with dark grey colour, which is hardened and slightly recrystallized shale, is fine 

grained rock. Bedding and fractures due to metamorphism are observed in many exposures. 

Sandstone, which is mostly coarse grained sediment of bright brown colour, is also much 

fractured.  

 

Fig. 7.2 Geological map of the study area 
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7.2.3 Strength characteristics of rocks 

In order to identify the strength of the weathered rock, Schmidt hammer tests were 

performed at the site and point load tests were carried out using the collected rock 

fragments in the laboratory. A total of 70 Schmidt hammer test was performed for the two 

different rock types using a N-type Schmidt hammer as shown in Figure 7.3 (a). 

A series of point load tests was also carried out on 12 argillite and sandstone samples 

collected from the site (Fig. 7.3 (b)) following the Australian Standard (AS 4133.4.1, 2007). 

The obtained results were plotted in Figure 7.4 against the corresponding values of UCS 

indicate that the strength of sandstone was about 6.2 MPa while the mean value of UCS for 

the argillite was 17.7 MPa. The values of Schmidt rebounds can be correlated to the 

unconfined compressive strength (UCS) using some empirical functions. The empirical 

equations, which were proposed by Katz et al. (2000) and Yasar & Erdogan (2004), were 

used to calculate the strength as follows:  

𝜎𝑈𝐶𝑆 = 2.21 × 𝑒(0.07×𝑅𝑁)   (7-1) 

𝜎𝑈𝐶𝑆 = 0.000004 × 𝑅𝐿
4.29   (7-2) 

where, 𝜎𝑈𝐶𝑆 is unconfined compressive strength in MPa; 𝑅𝐿, 𝑅𝑁 are rebound values for L 

and N type Schmidt hammer. The estimated strengths are presented in Table 7-1 and the 

detailed test results of point load tests are presented in Appendix 4.  

 

Fig. 7.3 Strength investigations, Schmidt hammer tests (a), Point load tests (b) 
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Fig. 7.4 Relationship between unconfined compressive strength (UCS) and point load 

strength for sandstone and argillite 

Table 7-1 Unconfined compressive strengths (UCS) of sandstone and argillite 

Rock types UCS, from PLT 

(MPa) 

UCS (MPa)from Schmidt hammer tests Unit weight 

(kN/m3) Yasar and Erdogan (2004) Katz et al. (2000) 

Sandstone 

Argillite 

6.2 

17.7 

13.1 

16.4 

20.0 

23.7 

25.7 

27.3 

 

7.2.4 Photogrammetry survey and 3D models 

Data on the rock surface characteristics were obtained using photogrammetry. The 

photogrammetry survey was only able to perform from the opposite space of the slope 

along the road. The distance between camera positions and the rock cut was about 17 m. 

The employed focal length was 24 mm. Photographs were taken at two positions with the 

distances between the camera positions was 2.5 m. For the geo-referencing of 3D images, 

the coordinates of the cameras were measured by the GPS device and their bearings 

(azimuth) to the centre of the slope were determined using a geological compass.  

A 3D model was built using the computer code “Sirovision”. The scale and orientation of 

the 3D model was corrected through the geo-referencing procedure. The values of dip and 

dip direction of the discontinuities at three different points were obtained from the 3D 

model and compared with the manually measured values. In terms of the image scale, the 

control points in the three sections on the slope were used to check the accuracy of the 3D 

image scale. The control points were marked with circular targets and the distances between 

the targets were measured by a measuring tape and compared with the values measured on 

the 3D models.  
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Figure 7.5 is a view of the 3D model obtained from Sirovision. The orientations (dip and 

dip direction) of the three joint sections were measured to verify the accuracy of the 3D 

model. Table 7-2 presents the results of such tests in which the distance between the control 

points was measured manually (by a ruler and a geological compass) and using the 3D 

models (by means of Sirovision). 

 

Fig. 7.5 A window shot of 3D model (Sirovision) and the sections of interests 

It is evident from the results that only a marginal error exists between these two types of 

measurements, suggesting that the photogrammetry method can produce reliable results. 

The obtained 3D model showed that the intervals of the point clouds were ranged from 8 

mm to 14 mm. The pixel size of the 3D image was 3.5 mm / pixel as demonstrated in Figure 

7.6. 

Table 7-2 Accuracy of 3D model 

Dip  

/ 

Dip 

direction 

Sections 

 

 

Manual measurement 3D model Deviation 

Dip 

(˚) 

Dip direction 

(˚) 

Dip 

(˚) 

Dip direction 

(˚) 

Dip 

(%) 

Dip direction  

(%) 

1 

2 

3 

55 

42 

32 

3.0 

279.0 

5.0 

49.6 

48.3 

37.6 

8.9 

290.6 

357 

1.5 

1.7 

1.6 

1.6 

3.2 

2.2 

Size of 

section 

area 

Sections Hm 

(m) 

Wm 

(m) 

H3D 

(m) 

W3D 

(m) 

Hm - H3D 

(%) 

Wm -W3D 

(%) 

1 

2 

3 

0.5 

0.4 

0.5 

0.5 

0.4 

0.5 

0.503 

0.397 

0.502 

0.497 

0.404 

0.504 

0.6 % 

0.7 % 

0.4 % 

0.6 % 

1.0 % 

0.8 % 

* H: height of section, W: width of section 
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Fig. 7.6 Comparison of image density between the pixel size of 3D image a) and density of 

the point clouds of the 3D model b) 

 

7.2.5 JRC estimation 

In order to investigate the accuracy of the 3D models for JRC estimation, roughness profiles 

were manually measured in three different positions using a profile gauge. The 

measurements were carried out along the horizontal, vertical and diagonal directions of each 

position as shown in Figure 7.7. The measured profiles were digitized by drawing 

coordinates 1 mm intervals using AutoCAD (ver. 2008) program. The measured roughness 

profiles were then compared with the extracted profiles from the 3D models at the same 

locations.  

JRC values were calculated by the empirical equations suggested by Tse and Cruden (1979) 

and Maerz et al. (1990) (Eqs. 2-8 to 2-10 and Eqs. 2-17 to 2-20) based on the coordinates of 

the roughness profiles. JRC values can be obtained using a function provided by Sirovision. 

However, it was observed that from the previous trials that the values, which were directly 

obtained from Sirovision, were changed sensitively according to the selected boundary 

points. Table 7-3 summarizes the JRC values obtained from the photogrammetry method 

and the manually measured profiles. It is evident from this table that the JRC values 

obtained from the manual measurement are considerably higher than those determined 
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through photogrammetry method. However, it was also found that there was a considerable 

overestimation of JRC values due to a distortion of 3D models. 

The comparison between the measured profiles and the extracted profiles from the 3D 

model are presented in Figure 7.8. The comparison indicates that the overall shapes of the 

roughness profiles extracted from the 3D image are consistent with the manual 

measurements. It could be noticed that quite similar undulations were created using 

photogrammetry method in this site condition. However, it was found that the agreement of 

profiles was sensitive according to the orientations of the profiles. The profiles of steepest 

direction (dip direction) were comparatively well agreed with the measured profiles. The 

profile comparisons in steepest directions in each section are presented in Figure 7.8.  

The asperity angles are lower than those of manual measurement due to the larger values of 

measurement intervals than those of manual measurements. As shown in Figure 7.8, even 

though the step sizes of the extracted profiles are between 0.4 mm and 2.0 mm, the average 

pixel size of the 3D image is 3.5 mm. It is noted that the distributed profile data are 

generated by the algorithm of “Sirovision” based on the original data with the pixel size of 

3.5 mm. This result directly indicates that the measurement interval is 3.5 times larger than 

that of the standard interval of the profile gauge. Thus, the underestimation of JRC using 

photogrammetry can be attributed to the differences of the measurement intervals. The 

results are agreed with the results studied by Haneberg (2007) and Guo et al. (2011) that the 

resolution of digital images needs to be increased to ensure the reliability of JRC values 

using photogrammetry.   

 

Fig. 7.7 Roughness measurement, the positions (a), measurement (b) 
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Fig. 7.8 Comparison of roughness profiles between 3D models and manual measurement 

(steepest direction) 

Table 7-3 Comparison of JRC values 

S
ec

ti
o

n
s Calculated JRCs and 

Roughness parameters 

Measurement directions 

Vertical 

(steepest) 

Diagonal 

(45˚ to steepest) 

Horizontal  

(90˚ to steepest) 

Diagonal 

(135˚ to steepest) 

1 

3
D

 

Maerz JRC 

Tse and Cruden JRC 

Roughness profile index 

RMS of local slopes 

3.56 

6.63 

1.0087 

0.16315 

0.91 

-5.67 

1.0022 

0.068179 

4.03 

12.22 

1.0098 

0.24251 

2.28 

1.83 

1.0056 

0.11602 

M
an

u
al

 

Tse and Cruden 

Maerz 

Z2 

Rp 

11.6 

11.3 

0.232 

1.028 

10.6 

10.6 

0.217 

1.026 

11.6 

11.4 

0.233 

1.028 

7.7 

7.7 

0.176 

1.019 

2 

3
D

 

Maerz JRC 

Tse and Cruden JRC 

Roughness profile index 

RMS of local slopes 

4.75 

6.64 

1.0116 

0.1634 

3.79 

4.35 

1.0092 

0.13878 

2.58 

1.84 

1.0063 

0.11611 

2.90 

2.53 

1.0071 

0.12204 

M
an

u
al

 

Tse and Cruden 

Maerz 

Z2 

Rp 

7.5 

7.6 

0.173 

1.018 

7.5 

7.4 

0.174 

1.018 

11.2 

11.4 

0.226 

1.028 

8.8 

8.8 

0.190 

1.022 

3 

3
D

 

Maerz JRC 

Tse and Cruden JRC 

Roughness profile index 

RMS of local slopes 

5.48 

6.92 

1.0134 

0.16661 

15.45 

19.27 

1.0377 

0.3999 

35.03 

27.68 

1.0856 

0.72608 

18.30 

21.21 

1.0447 

0.45872 

M
an

u
al

 

Tse and Cruden 

Maerz 

Z2 

Rp 

5.4 

6.1 

0.150 

1.015 

12.0 

12.6 

0.238 

1.031 

14.8 

16.6 

0.291 

1.040 

14.1 

15.6 

0.277 

1.038 
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7.2.6 Application of photogrammetric JRCs on stability analysis  

Thirty JRC values were obtained from 30 blocks of 30 ~ 50 cm at different locations using 

the photogrammetry 3D model as shown in Figure 7.9 to study the overall distribution of 

JRC in the study slope. Figure 7.10 summarizes the data distributions indicating that the 

mean value of JRC was 5.4 (using the Maerz equation) and 6.5 (using the Tse and Cruden 

equation). The mean values of JRCs were employed to analyse the stability of this slope. 

Compared to the manual measurements, the photogrammetric JRC values were 

underestimated due to the large pixel sizes of the 3D image. However, this comparison is 

limited in the specific area so that the comparison does not represent all the area of the 

locations of the obtained data.  

 

Fig. 7.9 Locations for JRC estimation on 3D model 

 

 

Fig. 7.10 JRC data distribution 
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The failure mechanism of the slope was analysed by means of a computer code called 

UDEC ver. 5.0 (Universal Distinct Element Code). This code is a two dimensional 

numerical software that simulates the quasi-static response of discontinuous media 

containing multiple, intersecting joint structures (Itasca Consulting Group Inc., 2011). The 

use of two dimensional codes is associated with long structures with constant cross-section 

acted on by loads in the plane of the cross sections. The condition of the cross section of the 

study area is assumed as a representative jointed slope feature oriented normal to the slope 

of analysis.  

The joint spacing, dip and dip directions of major discontinuities were obtained from the 3D 

model. Three representative joint sets were analysed by using stereo projection methods in 

Sirovision. The orientation information of the joint sets is presented in Figure 7.11. The 

cross-section of the slope was determined based on the near slope geometry and the joint 

sets were modelled in the failed area of the model as shown in Figure 7.12. The Mohr-

Coulomb slip joint model was employed for the joints of the numerical model. The 

groundwater condition was not considered in the numerical model. More details of the 

constitutive models in UDEC analysis are well discussed in the User’s manual (Itasca 

Consulting Group Inc., 2011).  

This analysis was performed under an assumption that the JRC data obtained from exposed 

rock surface can represent the joint roughness of the failed rock mass. The rock strength 

properties (Table 7-4) were used to determine the joint strength properties. Joint shear 

stiffness (Ks) was calculated using Eq. (7-3) (Barton and Choubey, 1977), and the joint 

normal stiffness was estimated by assuming the Kn/Ks ratio to 3.  

 

Fig. 7.11 Schematic profiles of numerical model 
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Fig. 7.12 Assumed pre-rock slope failure surface 

Table 7-4 Input parameters used for the UDEC simulation and safety factor 

Properties Analysis cases 

1 2 3 

Density (kN/m3) 25.7 25.7 25.7 

Peak joint friction angle (  ̊) 35.0 38.3 41.9 

Joint roughness coefficient (JRC) 5.4 (Maerz) 6.5 (Tse & Cruden) 8.0 (Manual) 

Joint shear stiffness, Ks (MPa/m) 3.35E+02 4.25E+02 5.68E+02 

Safety factor 0.48 0.50 0.62 

 

Fig. 7.13 Results of computer analysis using UDEC: displacement magnitude a JRC = 5.4 

and b JRC = 8.0; displacement vector: c JRC = 5.4 and d JRC = 8.0 
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𝐾𝑠 =
100

𝐿𝑥
𝜎𝑛𝑡𝑎𝑛 [𝐽𝑅𝐶 ∙ 𝑙𝑜𝑔10 (

𝐽𝐶𝑆

𝜎𝑛
) + 𝜙𝑟]  (7-3) 

where Ks is the joint shear stiffness (MN/m2/m) and Lx is the joint length in metres.  

The analysis results indicated that the slope was unstable (the SF was less than 1) for all 

three values of JRC. However, it was evident that an increase in the JRC resulted in an 

increase in the safety factor. As the slope has been failed, the safety factors were ranged 

from 0.48 to 0.62. The numerical analysis also demonstrated that the thickness of the sliding 

mass increased as the JRC dropped from 8.0 to 5.4 (Fig. 7.13).  

7.2.7 Conclusion  

The results of numerical analysis obtained from different JRC values were compared and 

their effect on the stability of a rock slope was assessed. Based on the obtained results, the 

following conclusions can be drawn: 

- Roughness profiles can be extracted from the sections of photogrammetry 3D 

models to investigate rock surface roughness and the profiles can be used to 

estimate JRC values. 

- The overall shapes of profiles can be produced similar to those obtained from field 

measurements using a Barton’s comb in accordance with the extent of accuracy of 

the 3D models. 

- The photogrammetric JRC values were underestimated compared to manual 

measurements under the photography setup setting (FL=24 mm and camera-to-

object distance = 17 m). This discrepancy may be due to the lower density of 3D 

models (point interval = 3.5 mm) compared to the step size of profile gauge 

(measurement interval = 1.0 mm) in manual measurement.  

- In the obtained JRC ranges, there was also considerable overestimation of JRCs. 

This could be explained by the influence of model distortion. 

- The numerical analysis showed that the differences of JRC values were not very 

sensitively influence on the safety factors in the range between JRC = 5.4 and 8.0 

showing the SF range from 0.48 to 0.62. This result shows that the obtained JRC 

ranges from photogrammetry reasonably explain the slope failure under the 

assumption that the slope stability is governed by the behaviour of joints. 
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7.3 Case study 2 (Hoek-Brown model) 

A part of this section was published in Geotechnical and Geological Engineering journal as 

follows: 

Dong Hyun Kim, Ivan Gratchev, Arumugam Balasubramaniam (2015) A photogrammetry 

approach for stability analysis of weathered rock slopes. Geotechnical and Geological 

Engineering, 33: 443-454. 

7.3.1 Introduction 

The Geological Strength Index (GSI) system is dependent on the rock block volumes and 

the joint surface conditions. The weathering degree of rock slopes and their strength 

properties also depend on these characteristics. This section of the thesis thus focuses on the 

use of photogrammetric roughness data in the GSI system and the Hoek-Brown strength 

criterion to estimate the engineering parameters for weathered rock masses. 

Photogrammetric methods based on 3D surface models are used to obtain reliable data on 

the joint sets in rock slopes, instead of general site investigation using labor-intensive 

techniques. Photogrammetric surveys were conducted on a weathered rock slope to obtain 

the joint spacing, orientation and roughness. The 3D models are then used to estimate the 

block sizes the joint roughness coefficients (JRC). The block volumes and JRC values were 

then used to estimate GSI values. Then parametric studies using the finite element method 

is conducted to investigate the stability of the slope using the GSI values. 

7.3.2 Application of photogrammetry to GSI system 

This study seeks to estimate GSI values using photogrammetry to assess the stability of a 

weathered rock slope. This study also focused on the attempts for the estimation of GSI 

values using photogrammetric JRC values. The GSI system is mainly used in the studies 

that follow a combination of the approaches of Hoek and Brown (1997), Ehlen (1999), 

Palmstrὅm (2001), Cai and Kaiser (2006) and Admassu et al. (2012). This system, which 

was introduced by Hoek and Brown (1997), has been a powerful tool for rock mass 

characterization which concentrates on the extent of blockiness and the surface condition of 

discontinuities. As the GSI values are estimated from visual observation of exposed 

outcrops, the use of GSI is subjective and requires much experience. Thus, as an effort to 

quantify GSI values for engineering purposes, Cai and Kaiser (2006) proposed a 
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quantitative method to estimate GSI using relationship between joint roughness number (JR), 

joint alteration number (JA) and block volume (Vb) in three dimensional space.  

Photogrammetry methods have enabled the estimation of the scale of rock block and 

orientation of the main joint sets. The technique also has provided the 2D profiles and joint 

JRC values from 3D surface models using high resolution 3D digital images, for 

inaccessible rock slopes (Haneberg, 2007; Poropat, 2009; Guo et al., 2011; Kim et al., 

2013a, b). The feasibility of photogrammetry can thus be extended to the investigation of 

weathered rocks. In weathering process, the rock mass becomes decomposed and the 

number of joint sets may be increased. In this case, photogrammetry can be alternative 

methods to identify the properties of joint roughness.  

The degree of weathering in blocky rock mass can be investigated by measuring the degree 

of jointing, which is related to the number of joint sets and joint spacing. However, this 

approach should be carefully considered due to the fact that the frequency of joints can also 

be caused by different geological processes such as tectonic disturbances (Marinos et al., 

2005). Block size and joint spacing are the main parameters to assess the degree of jointing 

in rock masses. Palmström (2001) presented correlations between block sizes and joint 

frequency (Jv) and also RQD and Jv using numerous measurement data. In terms of 

weathering, Ehlen (1999) showed the correlation between mean joint spacing and 

weathering grades. Similarly, Admassu et al. (2012) suggested that joint spacing is an 

important factor contributing to slope failure.  

The slake durability and Schmidt rebound values can be used to estimate the strength of the 

weathered rock joints. Dick et al. (1994) noted that the durability of most rock is one of the 

most important parameters to the stability of the slopes. The slake durability test is to 

evaluate the influence of weathering on rocks by measuring the resistance to degradation 

and decomposition as simulated by being exposed to wetting and drying cycles. The study 

of Franklin and Chandra (1972) reported that slaking of rocks is an important consideration 

to evaluate the engineering behavior of rock mass and rock materials in geotechnical 

practices. Also, Schmidt hammer rebound values showed reliable results to classify 

weathering in the less weathered material (Arikan et al., 2007). Due to the reduction of 

strength of the weathered rock surface, rebound energy of Schmidt hammer can be absorbed. 

Sharma et al. (2011) showed a linear relation between the Schmidt rebound number and the 

impact strength index (ISI) and the slake durability index (SDI).  
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In this study, the relationships between the strength properties and the slake durability are 

investigated by performing point load tests, Schmidt hammer tests and slake durability tests. 

In order to investigate the influence of rock joint roughness on different weathering 

conditions, finite element analyses were also performed using the Hoek-Brown criterion 

based on the calculated GSI values. 

7.3.3 Quantification of GSI values using JRC values 

The GSI is the geological index based on rock mass structures and joint surface conditions. 

This index was introduced by Hoek (1994) and Hoek and Brown (1997) provided a system 

for estimating rock mass strength in accordance with the geological conditions using field 

observations. The rock mass rating chart is demonstrated in Figure 7.14. Marinos et al. 

(2005) suggested that the GSI values in weathering condition can be estimated by shifting 

the values of the unweathered rock mass in the chart. However, this procedure tends to be 

subjective and requires long term experience. As the GSI values are estimated from visual 

observation of exposed outcrops, the GSI values for weathered rock masses can be assessed 

using the degree of jointing on the slope surfaces. Cai and Kaiser (2006) proposed a 

quantitative method to estimate GSI using the joint condition factor (Jc) and rock block 

volume (Vb) in three dimensional space. The GSI is defined from the following function, 

𝐺𝑆𝐼 =
26.5+8.79⁡𝑙𝑛⁡𝐽𝑐+0.9⁡𝑙𝑛⁡𝑉𝑏

1+0.0151⁡𝑙𝑛⁡𝐽𝑐−0.0253⁡𝑙𝑛⁡𝑉𝑏
  (7-4) 

where Vb is the block volume and Jc is a quantitative characterization factor to show joint 

condition. This condition factor, Jc can be said as the term of joint roughness. The joint 

condition factor, Jc is defined as follows; 

𝐽𝑐 =
𝐽𝑊⁡𝐽𝑆

𝐽𝐴
     (7-5) 

where JW is a factor to describe large scale waviness of joints which is in meters from 1 to 

10m and JS is a term to describe small scale smoothness. Js is a parameter to describe joint 

surface roughness which is closely related to the joint roughness coefficient (JRC) defined 

by Barton et al. (as cited in Palmström, 2001). JA is the joint alteration factor which defines 

the filling of the joints. In terms of the importance of GSI values, as a main parameter, GSI 

values are applied in the Hoek-Brown failure criterion. The normal form of the Hoek-

Brown failure criterion is Eq. (7-6), 
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Fig. 7.14 Characterisation of rock masses on the basis of interlocking and joint alteration 

(Hoek and Brown 1998 adjusted from Hoek 1994) (Hoek et al., 1998) 
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𝜎1
′ = 𝜎3

′ + 𝜎𝑐𝑖(𝑚𝑏
𝜎3

′

𝜎𝑐𝑖
+ 𝑠)𝛼   (7-6) 

where σ’1 and σ’3 are the major and minor effective principal stresses and σci is the uniaxial 

compressive strength of the rock. mb, s and α are material constants for rock mass as 

follows; 

𝑚𝑏 = 𝑚𝑖𝑒𝑥𝑝⁡(
𝐺𝑆𝐼−100

28−14𝐷
)   (7-7) 

𝑠 = 𝑒𝑥𝑝⁡(
𝐺𝑆𝐼−100

9−3𝐷
)    (7-8) 

𝛼 =
1

2
+

1

6
(𝑒−

𝐺𝑆𝐼

15 − 𝑒−
20

3 )  (7-9) 

The deformation modulus in the GSI system can be estimated as follows; 

𝐸 = (1 −
𝐷

2
)√

𝜎𝑐

100
10(

𝐺𝑆𝐼−10

40
)
 GPa  (for σc < 100 MPa) (7-10) 

where D is the disturbance factor that depends on the degree of disturbance by blasting and 

stress relaxation (Hoek et al., 2002). For weathered rock masses, the constants mi and the 

unconfined strength of intact rock σci in the Hoek-Brown criterion should be reduced in 

comparison with the unweathered rock masses (Marinos et al., 2005). 

7.3.4 Strength properties of weathered rocks 

The study area is located in the same slope with the previous site in Section 7.2. The site is 

mainly composed of layered argillite and sandstone in Neranleigh-Fernvale beds (Willmott, 

2010; Gratchev et al., 2013). A series of point load tests, using the both collected samples 

and core samples, were added on the results obtained from the previous tests and slake 

durability tests were also performed (Fig. 7.15). The core samples from near sites were used 

as unweathered rocks which were not exposed to surface weathering. Figure 7.16 shows the 

range of point load index (PLI) and the slake durability indices (SDI) of the rock samples. 

The samples were classified by the point load strength (Broch & Franklin, 1972). A large 

number of weathered argillite samples exist in the ‘high’ strength category of PLI while the 

weathered sandstone samples are categorized as the ‘medium’ PLI. The unconfined 

compressive strengths (UCS) were estimated from the results of the point load tests. The 
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approximate conversion of UCS was performed using the conversion factor 24 as shown in 

Eq. (7-11) (Broch & Franklin, 1972), 

UCS = 24 × 𝐼𝑠(50)    (7-11) 

where, Is(50) is the point load strength index at a reference diameter of 50 mm for core 

samples. The laboratory tests also show that the samples with low values of unconfined 

compressive strength tend to have low values of slake durability index (see Table 7-5). The 

slake durability indices from the argillite samples range from 92.5 % to 97 % and the point 

load strength indices range from 1.53 to 3.31 MPa. The durability of argillite is classified as 

‘high’ to ‘extremely high’ durability according to the slake durability index classification 

(Franklin & Chandra, 1972). In contrast, a considerable difference in slake durability index 

(Id2) of the sandstone was indicated between ‘low to medium’ (Id2 = 50 %) and ‘very high’ 

durability (Id2 = 90.7 %). As a result, the argillite has higher unconfined compressive 

strength and more durability than the sandstone.     

During the site investigations, a total of 40 Schmidt hammer tests were performed on the 

discontinuities of the argillite and sandstone areas. Table 7-6 shows that the range of 

rebound values are between 11 and 49, which are classified as weathering grade III or IV 

for the both argillite and the sandstone areas (Arikan et al., 2007). The different weathering 

grades also indicate that the sandstone of the study area is less durable than the argillite. 

 

Fig. 7.15 Collected rock samples 
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Table 7-5 Unconfined compressive strength based on point load tests 

Rock 

types 

Fresh Weathered 

Test 

Number 

UCS (MPa) Test 

Number 

UCS (MPa) 

Min Max Mean Min Max Mean 

Argillite 

Sandstone 

5 

15 

85.3 

22.9 

100.1 

77.6 

92.7 

46.4 

23 

12 

9.4 

6.0 

70.6 

16.2 

41.0 

12.7 

 

Table 7-6 Results of Schmidt hammer tests 

Rock types Schmidt hammer rebounds Weathering 

grade Range of data Mean SD 

Argillite 

Sandstone 

17 – 49 

11 – 46 

31.3 

27.7 

8.3 

10.9 

III (20 – 30) 

IV (30 – 40) 

 

 

Fig. 7.16 Unconfined compressive strength (UCS) and slake durability index (Id2) 

according to point strength classification 

 

7.3.5 Assessment of jointing degree using 3D models 

Photogrammetry survey was performed to produce 3D models of the slope surface model 

and determine the density of joints as well as the range of JRC values. The spacing and the 

orientations of joints were obtained from the 3D models. Mapping and tracing for the joint 

information was conducted manually on screen and provided the spacing and the length of 

the joint sets. The discontinuities data obtained from the 3D model were plotted on 

stereonets to determine the main joint sets. For the both argillite and sandstone, 
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representative sampling areas, which are 3m ×⁡3m in dimension, were considered in this 

study (Fig. 7.17).  

 

Fig. 7.17 Main joint sets of the selected areas based on the 3D model 

The block shapes in the sandstone area are more irregular than those of argillite. Figure 7.18 

shows the joint spacing of the main joint sets for the argillite and the sandstone. The overall 

joint spacing of the sandstone area is smaller than that of the argillite area. The measured 

distances and orientations of the discontinuity sets were used to assess the degree of jointing; 

block volumes, volumetric joint count and RQD. As a result, the block volumes and RQD 

values of argillite indicates higher values than those of sandstone as presented in Table 7-7. 

Even though the block sizes of both rock types can be formed based on different geologic 

processes such as tectonic movement, it is interesting that the sandstone area shows lower 

block volumes with lower weathering degrees (IV) than that of argillite (III).  
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In this study, the waviness of joint wall (Jw) was estimated using undulations obtained by 

the roughness profiles extracted from the 3D models. This measurement was performed on 

the roughness profiles, which were extracted from 3D models. The procedure was applied 

in the AutoCAD program placing a 0.9 m line on the digitized roughness profiles. The 

asperity heights were then measured from the distances between the lines as shown in 

Figure 7.19. This concept is the same as the procedure described by Piteau (1970). 

 

Fig. 7.18 Variation in the spacing of joints 

Table 7-7 Estimated degree of jointing in the study areas based on 3D models 

Degree of jointing Argillite Sandstone 

Volumetric joint count (Jv) 

Block volume (Vb, × 103 cm3) 

RQD (%) 

6.4 – 16.4 (Mean: 10.5) 

7.0 – 113.0 (Mean: 26.0) 

61.0 – 93.8 (Mean: 80.4) 

11.6 – 22.1 (Mean: 15.3) 

3.0 – 19.0 (Mean: 8.0) 

42.1 – 76.8 (Mean: 64.7) 

In a small scale roughness, the joint smoothness factor (Js) can be associated with JRC 

values. In this study, Js values were estimated using the linear interpolation relationship 

between JRC values and Js (Eq. 7-12). This relationship is developed by the assumption that 

the range of Js (0.6 ~ 3.0) is directly proportional to the range of JRC (0 ~ 20). The JRC 

values were obtained using the Maerz et al. (1990) and Tse and Cruden (1979) approaches 

based on the surface profiles in 10cm lengths which were extracted from the 3D models for 

the dip directions of the joints. 20 JRC values were calculated at different locations in each 
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section. Figure 7.20 presents an example of roughness profiles extracted from the 3D model. 

JRC values were calculated using the code “Sirovision” with functions as follows, 

𝐽𝑠 = 0.1125 × 𝐽𝑅𝐶 + 0.75     (7-12) 

𝐽𝑅𝐶 = 32.2 + 32.47𝑙𝑜𝑔𝑍2  (Tse & Cruden, 1979)   (7-13) 

𝐽𝑅𝐶 = 411(𝑅𝑝 − 1)  (Maerz et al., 1990)     (7-14) 

 

Fig. 7.19 Estimation of undulation using 3D models 

 

Fig. 7.20 JRC values estimated from 3D models, 3D image (a) JRC values and roughness 

profiles (b) 

where, Z2 is a roughness parameter using variances within asperity heights, and where 

Rp is a roughness parameter which is related to the inclination angle (i) of the sawtooth 

surface of the roughness profile. The accuracy of the obtained photogrammetric 

roughness data has not been identified. Therefore, the accuracy of Js values are linearly 

proportional to the level of accuracy of the photogrammetric JRC values according to 

Eq. (7-12). In this study, parametric analyses on the influence of the variation of the 

joint factors are thus included. Figure 7.21 summarizes the obtained data, indicating a 

similar range of JRC values between both the argillite and sandstone areas from 7.4 to 
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10.3. Consequently, there is no significant difference between the mean values of Js; 

however, in the large scale joint condition, the more undulating surfaces of the 

sandstone produced larger Jc values than the argillite section, as presented in Table 7-8.   

The GSI values were then obtained from Eq. (7-4). The values were quantified by the 

estimated block volumes and joint condition factors (Jc). The variation of GSI as a 

function of block volume (Vb) and joint condition factor (Jc) are plotted in Figure 7.21. The 

block volume is a less sensitive parameter to estimate GSI values than the joint condition 

factor. Figure 7.21 (a) shows that even much larger blocks (100 times) with the same joint 

condition factors produce an increase only 10 GSI values. Therefore, joint condition factors 

can be more influential and thus should be carefully examined to quantify GSI values. For 

the study areas, the estimated GSI and the Hoek-Brown strength parameters were given in 

Table 7-9. The numerical code ‘RocData’ (Rocscience) was used to estimate the Hoek-

Brown strength parameters and the elastic modulus.  

Table 7-8 Estimated joint surface properties based on 3D models 

Joint surface conditions Argillite Sandstone 

Waviness of joints (Jw) 

Smoothness factor (Js) 

Joint condition factor (Jc) 

1.5 

1.7 – 1.9 (Mean: 1.8) 

0.64 – 0.72 (Mean: 0.68) 

2.0 

1.6 – 1.8 (Mean: 1.7) 

0.79 – 0.88 (Mean: 0.83) 

 

Table 7-9 Estimated GSI values and Hoek-Brown properties using RocData (Rocscience, 

2011b) 

Strength properties Argillite Sandstone 

UCS (MPa) 

GSI 

mb 

s 

α 

Young’s modulus (MPa) 

41.0 

44 

0.83 

0.0003 

0.509 

1.11 

12.7 

43 

0.742 

0.0003 

0.509 

0.6 
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Fig. 7.21 GSI variations with Vb (a) and Jc (b) 

 

7.3.6 Parametric study on the weathered rock slope 

Based on the estimated GSI values and the block sizes obtained from the 3D models, the 

parametric analyses were performed using a numerical code, Phase2 (Rocscience Inc., 

2011a). This code is an elasto-plastic finite element program for calculating stresses and 

displacements of geotechnical structures for both soil and rock. This software also provides 
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a variety of modelling options for the modelling of jointed rock. Rock joints can be 

explicitly modelled as joint boundaries. The failure mechanisms of the study area were 

simulated by two different criteria in numerical analyses. One was to investigate the 

influence of the block sizes on the behaviour of weathered slopes using the Mohr-Coulomb 

model, and the other was to examine the influence of GSI values on the failure behaviour 

for the same analysis section. In order to model the blocks in the failed area, joint networks 

were simulated with joint patterns in accordance with the orientations of the joint sets and 

the block sizes. Figure 7.22 demonstrates the numerical models for both cases.  

Firstly, the numerical models using the Mohr-Coulomb criterion have one main joint set 

dipping 43˚ along the slope and another cross-joint set generated perpendicular to the slope. 

In the parametric study, three different joint spaces – 10 cm, 20 cm and 40 cm for the main 

joint set and 20 cm, 40 cm and 80 cm for the cross-joint set – were considered in order to 

simulate different block sizes (Fig. 7.22 (a)). For the joint parameters, the Barton-Bandis 

rock joint strength criterion was adopted and the peak friction angle which represents joint 

roughness condition, was estimated using the JRC values of Eq. (7-15) suggested by Barton 

et al. (1977), 

 = 
r
+ JRCnlog10(

JCSn

σn
)    (7-15) 

where, r= residual friction angle of joint; JCS = joint wall compressive strength; σn =  

normal stress acting on the joint plane. The residual friction angles which represent a 

critical state in shearing were simply predicted from the results of Schmidt hammer tests. 

This methodology is well presented by Bandis et al. (1981).  

 

Fig. 7.22 Numerical models for the parametric study using Phase 2, Mohr-Coulomb model 

(a), Hoek-Brown model (b) 
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Secondly, the numerical models of the Hoek-Brown failure criterion were simulated for the 

same failure area. Based on three different GSI values, corresponding material constants 

described in Eqs. (7-7, 7-8, 7-9) were estimated by RocData (Rocscience Inc., 2011). The 

software RocData provides functions for testing based on hypotheses on four widely used 

strength models of soils and rock. The program provides simple and intuitive 

implementations of the generalized Hoek-Brown, Barton-Bandis, Power Curve and Mohr-

Coulomb failure criterion. Users can easily check the effects on the relevant parameters by 

the changes in input parameters. The conditions for both numerical analyses are 

summarized in Table 7-10.  

Using the results of FEM analysis, slope failure mechanisms can be inferred from the 

assessment of total displacement. Figure 7.23 shows the total displacements from the 

parametric analyses of the slope models. Figure 7.23 (a) indicates that the variation in block 

size can affect the deformation of the slopes. As the block sizes increase, the deformation 

values diminish. However, increasing the block size does not significantly reduce the 

displacement of the slope. This is mainly because there are no other changes in the strength 

parameters except for block sizes. Based on the JRC values obtained from the 3D image, 

block size itself is not an influential factor for the study slope. 

Table 7-10 Conditions of numerical analysis (strength criteria and estimated parameters) 

Model Criteria and 

parameters 

Argillite Sandstone 

1 Mohr-

Coulomb 

criterion 

(rock mass) 

Cohesion: 0.13 MPa 

Friction angle: 55.0  ̊ 

JRC: 9.4 

JCS: 41 MPa 

Block size: 0.002, 0.008, 0.032 

(m3) 

Cohesion: 0.07 MPa 

Friction angle: 47.0  ̊ 

JRC: 8.2 

JCS: 12.7 MPa 

Block size: 0.002, 0.008, 0.032 

(m3) 

2 Hoek-Brown 

criterion 

 

GSI: 20, 40, 60 

Material constants, mb: 

0.22 ~ 1.99 

Material constants, s: 

9.2e-6 ~ 0.003 

Material constants, a: 

0.54  0.503 

GSI: 20, 40, 60 

Material constants, mb: 

0.21 ~ 1.88 

Material constants, s: 

9.2e-6 ~ 0.003 

Material constants, a: 

0.54  0.503 
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On the other hand, the results analysed from the Hoek-Brown criterion shows more 

sensitive variations of slope displacement. Figure 7.23 (b) shows total displacement of the 

slope according to the variations of GSI values and material constants. The results of the 

analyses demonstrated that when the GSI value increased from 20 to 60, the maximum 

value of total displacement of the slope was considerably reduced. This means that the GSI 

values which are controlled by the block sizes and by joint conditions can affect strength 

characteristics in the Hoek-Brown criterion. Consequently, it can be said that joint condition 

factor Jc, which are sensitive to the variation of joint roughness, should be cautiously 

determined. More accurate photogrammetry models can also provide reliable roughness 

parameters in rock mechanical analyses. Figure 7.24 shows the deformed mesh and the total 

displacement contours for each analysis. 

  

Fig. 7.23 Variation of maximum displacement with block volumes (a) and with GSI values 

(b) 
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Fig. 7.24 Contours of total displacement (sandstone), Mohr-Coulomb model (a-c), Hoek-

Brown model (d)  

7.3.7 Conclusion 

In this section, geological strength index (GSI) values were estimated using a 

photogrammetry 3D model to assess the stability of a weathered rock slope. The GSI values 

were estimated in relation to the information of joint geometry such as joint intervals, block 

sizes and roughness data obtained from the 3D model. Two dimensional numerical analyses 

were performed and the results were discussed considering the accuracy of the 

photogrammetric roughness data. Based on the obtained results, the following conclusions 

can be drawn: 

- Joint smoothness factor (Js) attempted to be calculated by using photogrammetric JRC 

data. The suggested correlation between JRC and Js in this case study is acceptable under 

the assumption that the parameter, Js in the GSI system can indicate the same ranges of 

JRCs as a small scale roughness parameter.  

- Because of the level of accuracy of the photogrammetric JRC data was not clearly 

identified, the results of the simulations could not reflect the real slope situations. However, 

it can be said that within the reliable range of photogrammetric JRC values, 
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photogrammetry is an appropriate method for the Hoek-Brown criterion to provide joint 

information of rock mass in terms of the availability of the method for creating roughness 

parameters as well as providing reliable data on joint spacing and the block sizes of rock 

slopes based on the discontinuity sets in 3D models.  

- In the Hoek-Brown criterion, the joint condition factor (Jc) is sensitively influenced by 

joint roughness. The numerical analysis also shows that joint condition factor (Jc) is more 

influential than the block sizes to the displacement of the slope model. Consequently, the 

extent of accuracy of photogrammetric 3D models for roughness data is more importantly 

affect to estimate GSI values than the accuracy of the data of block volumes.  
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7.4 Case study 3 (Block theory) 

A part of this section was published in Landslides journal as follows: 

Dong Hyun Kim, Ivan Gratchev, Arumugam Balasubramaniam (2015) Back analysis of a 

natural jointed rock slope based on the photogrammetry method. Landslides, 12: 147-154. 

7.4.1 Introduction 

The stability of jointed rock masses is strongly affected by the orientations of joints sets. 

Based on the discontinuity data, feasible failure mechanisms can be initially assessed by 

kinematic analyses. Further, in hard rock slopes, if the rock blocks are assumed to be rigid 

and the joint sets are assumed to be fully persistent through the volume of interest, block 

theory can investigate the finiteness and removability of individual blocks surrounded by 

multiple joint systems.  

Block theory is an analytical method developed by Goodman and Shi (1985) to assess the 

stability of rock mass with discontinuities. The method provides a three-dimensional 

graphical presentation of the problem and assists in identifying removable blocks and also 

finding the applicable failure modes. This simple approach has provided research with a 

comprehensive stability evaluation of jointed rock slopes with a clearly defined geometry of 

blocks (Goodman and Shi, 1985; Mauldon and Goodman, 1996; Hatzor and Goodman., 

1997; Tonon, 1998; Huang et al., 2003; Hatzor and Feintuch, 2005; Kulatilake et al., 2011). 

The application of block theory should be based on accurate measurements of the 

discontinuity characteristics, however it has limited application as it is difficult to obtain 

during field investigations of large slopes. Thus, the geo-referenced three-dimensional 

models obtained from remote sensing techniques such as laser scanning and terrestrial 

digital photogrammetry started to be employed to provide the geo-structural data for the key 

block analyses (Pötsch & Schubert, 2006; Ferrero et al., 2011a, b).  

This study seeks to apply the block theory in combination with photogrammetry to back-

calculate the rock block failure in a potentially unstable slope in the Tamborine Mountain 

area, Gold Coast, Australia. Especially, JRC values are estimated from a 3D surface model 

and employed to estimate the range of friction angles of joints for the back analysis. This 

slope has long experienced stability issues affecting the serviceability of the adjacent road. 
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Thus, the slope has been visited and observed occasionally. After the failure, 

photogrammetry was employed to provide discontinuity characteristics to key block 

analysis, so as to identify key blocks at failure conditions. The behaviour of rock failures 

was then produced by the 3D distinct element code “3DEC” simulations. The friction 

angles based on photogrammetric JRC values along joint surfaces were back-calculated 

using parametric simulations, comparing them with the safety factor for removable blocks. 

The feasibility of photogrammetric roughness data is discussed in this section using the 

obtained safety factors from the key block analysis and the numerical analysis.  

7.4.2 Site overview 

The studied slope (Fig. 7.25) is located along Henri Robert Drive in the Tamborine 

Mountain area, Gold Coast, Australia. The height of the slope is up to 25 meters and the 

geological composition is mainly greywacke of the Neranleigh-Fernvale Beds (Willmott, 

2010, Gratchev et al., 2013). This slope has experienced stability issues in the past few 

years especially during heavy rainfalls, and for this reason, its condition has been regularly 

monitored due to the importance of the adjacent traffic route. A block failure occurred at the 

study area in January 2013 during heavy rainfall. The rock mass in the failed area posed a 

threat to the serviceability of the road, and its stability became a concern for the local 

community. Figure 7.25 compares the failed rock mass with the picture taken during the 

2012 pre-failure site investigation. 

 

Fig. 7.25 Overview of the study area (a), before failure (b) and enlarged image of the failed 

area (c) 
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Field observations indicated that the rock in each section was relatively hard and slightly 

weathered; with most of the joints found to be either planar or undulating without cohesive 

infill. The rock mass generally consisted of polygonal blocks with the average block 

volume being in the range of 0.4~1.8 m3. Several samples were collected for point load tests 

to estimate the strength of the rocks. From the obtained data, the average unconfined 

compressive strength (UCS) of 59 MPa was calculated using the empirical correlations 

between UCS and the point load index proposed by Look and Griffiths (2001) for the rocks 

in the Gold Coast area. 

7.4.3 Photogrammetry survey 

Photogrammetry was employed to produce 3D models of the slope and determine the 

characteristics of blocks and discontinuities. Two images were captured at two camera 

positions using a Nikon D7000 camera with a 24 mm lens. The computer code “Sirovision” 

(CSIRO, 2012) was then used to analyze the images and create 3D models of the slope. 

Sirovision requires the approximate target distance (i.e., the distance between the camera 

locations and the rock slope) or the baseline length (i.e., the distance between the two 

camera positions). The camera height above the ground was also determined by a 

measuring tape. Because the slope was inaccessible due to the safety barrier along the road, 

the measurements for photogrammetry were performed by measuring the distances and 

heights of specific target points on the slope using a laser range finder. The accuracy of 

range finders, as stated by the manufacturers, is reported as measurement errors ranging 

from 0.1 to 3% (Wing et al., 2004).  

In this study, the accuracy of the measurement was evaluated by comparing the 

measurement values of the range finder to the measured distance (from a column of the 

barrier to the range finder) by a measuring tape. The result shows that the measurement 

using the laser range finder produced around 1.6% of measurement error as presented in 

Table 7-11. The slope height was calculated as schematically shown in Figure 7.26.  

Geo-referencing was performed by measuring the bearing (azimuth) of each camera 

position to the center of the slope (using a geological compass) and determining the 

coordinates of the camera position (using a GPS device), following the procedure described 

by CSIRO (2005). Figure 7.27 (a) shows an image of the geo-referenced 3D model which is 

taken in the direction of the photograph (N82˚W). 35 joint data were obtained from the 3D 
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model and plotted in a stereonet. The computer code “Dips ver. 5.0 (Rocscience, 2010)” 

was then used for the identification of the main joint sets based on the data distribution. Dip 

and dip directions of the main joint sets are summarized in Table 7-12. Potential failure 

modes were identified based on the direction of the slope cut as presented in Figure 7.27 (b). 

According to the results from kinematic analysis, wedge slides on the intersection line of J1 

and J2, and planar sliding modes along the joints J3 and J4 were feasible.  

 

Fig. 7.26 Photogrammetry and survey setup 

 

Table 7-11 Summary of measured values for photogrammetric survey 

Measurement Measurement tape 

(m) 

Laser range finder 

(m) 

Errors 

(%) 

Distance (camera/barrier), Lb 

Distance (camera/slope face), Lf 

Distance (camera/top of failure area), Lt 

Baseline length (between cameras) 

Height of camera, Hc 

Height of slope, Hs 

12.2 

- 

- 

4.0 

1.5 

- 

12.0 

15.9 

33.4 

- 

- 

21.0 (calculated) 

-1.6 

- 

- 

- 

- 

- 

Table 7-12 Summary of discontinuity sets in failure area 

Joints Number of 

data 

Dip, ˚ (mean) Dip direction, ˚ 

(mean) 

Joint spacing, m 

(mean) 

J1 

J2 

J3 

J4 

Failed slope 

10 

10 

10 

10 

- 

42 – 51 (47) 

43 – 74 (60) 

58 – 75 (66) 

30 – 33 (31) 

70 

0.7 – 11 (3) 

107 – 130 (123) 

34 – 50 (42) 

17 – 37 (27) 

82 

0.4 – 0.8 (0.6) 

0.4 – 0.7 (0.6) 

0.3 – 0.5 (0.4) 

0.3 – 0.8 (0.4) 

- 
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Fig. 7.27 3D surface model and main joint sets identified by using “Sirovision” (a) and 

stereonet projection (b) of the main joint sets 

7.4.4 Friction angles of joints obtained from photogrammetric JRCs 

JRC is an important parameter that contributes to the overall friction of joints. JRCs of the 

major joint sets were obtained from the 3D photogrammetry model. Sirovision computes 

the JRC values using the functions suggested by Maerz et al. (1990) and Tse and Cruden 

(1979). The functions are presented in Eq. (2-17) ~ Eq. (2-20) in Chapter 2. Using the 

equations, JRC values at ten different locations on each joint set in the failure area were 

obtained from the roughness profiles which were extracted from the 3D image. It was found 

that the range of JRC obtained from J4 showed considerably lower values than other joints 

as shown in Table 7-13. The lower values may be attributed to limitations of 

photogrammetry survey according to surveying conditions.  
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Firstly, the resolution of image was relatively low due to the far distance from the slope (Fig. 

7.27 and Table 7-11) which created an image with a large pixel size (2.9mm / pixel). 

Considering the typical size of a profile gauge (1mm interval), smaller pixel size of images 

(less than 1.0mm/pixel) is preferable to produce accurate value of roughness parameters, 

such as Z2 and SF. Haneberg (2007) stressed the importance of image density to estimate 

JRC values from 3D models.  

Secondly, the values can be affected by a potential orientation bias which means an 

occlusion when the vertical line-of-sight of the camera is close to parallel to an upward 

discontinuity (Sturzenegger and Stead, 2009). The inclined roughness profiles may 

calculate underestimated values of JRC in photogrammetry methods as studied by Hong et 

al., (2006). Indeed, the vertical line-of-sight of the camera made an acute angle (around 22˚) 

with the dip angle of J4 as shown in Figure 7.26. However, as planar sliding along the joint 

J4 was considered as the primary failure mechanism, the range of JRC for J4 (0.3 ~ 7.3) 

was selected to investigate the friction angles of the joint sets (Table 7-13). 

Using the range of JRC values, friction angle of the joints was calculated using the Barton’s 

empirical equation (Eq. 7-16, Barton et al., 1985) for parametric analyses which will be 

mentioned later on. The range of residual friction angle (r) was assumed from the test 

results performed by Barton (1973).  

 = 
r
+ JRCnlog10(

JCSn

σn
)    (7-16) 

where, r= residual friction angle of joint; JCS = joint wall compressive strength; σn =  

normal stress acting on the joint plane was calculated using the average height of the blocks. 

Results from point load tests were utilized to estimate the joint wall compressive strength 

(JCS). Using the Barton’s equation, the friction angle of joints considering JRC values was 

estimated to be from 25˚ to 55˚ as shown Table 7-14.  

Table 7-13 JRC values obtained from Sirovision 

JRC J1 J2 J3 J4 

Maerz (1990) 

Tse and Cruden (1979) 

11.2 – 18.9 

12.3 – 18.9 

10.8 – 19.2 

12.9 – 19.6 

15.7 – 19.8 

15.2 – 15.1 

1.6 – 5.5 

0.3 – 7.3 
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Table 7-14 Range of friction angle of joint considering JRC values 

Parameters Values 

Residual friction angle of joints (𝜙𝑟,
° ) 

JCS (MPa) 

JRC 

Calculated values of joint friction angles (𝜙,
°) 

25 – 35 

23 – 40 

0.3 – 7.3 

25 - 55 

 

7.4.5 Basic principle of block theory 

Block theory utilizes a kinematic approach to identify the removability of a block bounded 

by an arbitrary number of surfaces, in addition, to finding the applicable failure mode and 

the state of static equilibrium (Goodman and Shi, 1985; Hatzor and Goodman, 1997). The 

objective of block theory is to find potentially unstable blocks that can slide/move during 

excavation. There are five block types considered in block theory, as illustrated in Figure 

7.28.  

 

Fig. 7.28 Types of blocks considered in block theory (Goodman and Shi, 1985) 

An infinite block (V) poses no hazard during excavation, while finite blocks are divided 

into removable (I-III) and non-removable (IV) blocks. The removable blocks can exist in 

the forms of tapered blocks (III), potential key blocks (II), and key blocks (I). When the 

rock mass is excavated, it is the key block/s that will first slide along discontinuities, a 

process that may cause failure of other blocks.  

Using block theory one can identify the key block (type I), and its mode of failure. To 

achieve this task, the following assumptions are made (Goodman and Shi, 1985): (1) all 
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joint surfaces are perfectly planar, (2) joints are continuous within the blocks, (3) blocks are 

rigid, and (4) all failures occur along the initially designated discontinuities. Using a 

stereonet projection method, the removability of blocks then can be determined.  

Figure 7.29 presents an example of a joint pyramid bounded by three joint sets and one free 

surface/plane that will be used to briefly explain the principles of block theory. The joints 

(J1, J2, and J3) are first plotted on stereographic projections using their dip and dip 

direction. According to block theory, each region is termed a “joint pyramid” (JP) and it is 

identified by a three-number code (Fig. 7.29) relating to which side of the joint plane the 

block resides in space. The portion of the circle surrounded by joint planes represents a JP. 

The number ‘0’ indicates the block is above the joint plane while a number ‘1’ means the JP 

is below the joint plane. In Figure 7.29, the JP code 001 indicates that the joint pyramid is 

above joint 1 (J1) and joint 2 (J2) but below joint 3 (J3). According to Goodman and Shi 

(1985), if a joint pyramid (JP) is included entirely in a free plane (dotted line in Fig.7.29) of 

excavation, the block is removable. Thus, in the example presented in Figure 7.29, the block 

coded JP001 is removable. 

 

Fig. 7.29 Identification of removable blocks using 3D stereographic projection 

Once a block has been identified as removable, it is necessary to determine what kinematic 

mode of failure such as planar or wedge are possible based on the block geometry and 

orientation of the forces being applied to the block. Then limit equilibrium analysis can be 

performed to assess the stability of this block and obtain the safety factor of the whole rock 

mass. 
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7.4.6 Theoretical analysis (key block analysis) 

Using the analysed joint structure, the removable blocks were analysed with the friction 

angles in the range of JRC values based on key block theory. Sixteen blocks were analyzed 

for the failure area the results of which are summarized in Table 7-15. Four major joint sets 

(J1-J4) together with the slope surface (the dashed line in Figure 7.30 (a)) produced three 

joint pyramids (JP) coded 0001, 1000 and 1001 which were entirely located inside the slope 

circle. These blocks were considered to be removable following the block theory concept.  

To back-calculate the safety of the removable blocks, a safety factor analysis, which defines 

the relationship between the resultant force and the effective strength in the direction of 

sliding, was carried out. This analysis was performed for the dominant plane sliding along 

the joint J4. Figure 7.30 (b) graphically represents the shape of removable blocks obtained 

from the results of block theory analysis. The shapes of vulnerable blocks were also 

identified based on the 3D models of the failed slope area. Single face sliding (planar mode) 

along the intersection of J4 and J3 was identified for the failure area and the plane sliding 

along J4 could be the dominant failure mode for the failure area. 

Using the equilibrium equation (Eq. 7-18) (Goodman and Shi, 1985), the net of sliding 

force (F) was computed. The calculation was performed with a different range of friction 

angles from 25˚ to 55˚ according to the results of the JRC measurements (Table 7-14). A 

positive F corresponds to a key block (type I) while a negative F defines the removable 

block (type II). Table 7-16 summarizes the results of this analysis using different friction 

angles. The net of sliding forces indicates negative values when the friction angle is more 

than 35˚. Thus, when the friction angle becomes 35˚, JP 0001 changes its block type from 

key block (type I) to potential key block (type II) as shown in Table 7-16.  

F = Wsinαi −Wcosαitani :  For single face sliding  (7-17) 

where, W = the weight of a block; αi = dip angles of plane i; i= friction angles of plane. 

The stability of key blocks was assessed using the ratio of the resisting and driving forces. 

In case of a single plane sliding, the safety factor of key blocks was calculated as follows 

(Qingyan and Helin, 2011):   

𝐹𝑠 =
𝑊𝑐𝑜𝑠𝜓𝑝𝑡𝑎𝑛+𝑐𝐴

𝑊𝑠𝑖𝑛𝜓𝑝
   (7-18) 
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where, Ψp = the dip of the sliding plane; c = cohesive strength of joint; A = the area of the 

joint; W = the weight of the sliding block;  = the friction angle of joint.  

 

Fig. 7.30 Identification of removable blocks using stereographic projection (a) and the 

removable blocks (b) 

Assuming the sliding plane has no cohesive component, Eq. (7-19) can be modified to 

include the surface roughness of joints using the Barton’s joint shear strength equation 

(1976). 

𝐹𝑠 =
𝜎 tan(𝜙+𝐽𝑅𝐶𝑙𝑜𝑔10(

𝐽𝐶𝑆

𝜎
))𝐴

𝑊𝑠𝑖𝑛𝜓𝑝
  (7-19) 

where, JCS = the compressive strength of joints; σ = normal stress acting on the sliding 

surface. The effect of water pressure on the safety of the key blocks was considered by 

investigating the water force acting in the tension crack and also in the bedding plane. The 

safety factors were calculated using the ratio of the resisting and driving forces (Wyllie and 

Mah, 2004).  

Table 7-17 summarizes the obtained data in the form of safety factors representing 

likelihood of the key block sliding along the joint J4 for different values of joint friction. 
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When the slope is saturated, the block is unstable even the friction angle is increased up to 

40˚. The calculation shows that the key blocks are stable when the friction angle of joint 

is 35˚ in dry condition. However, in saturated conditions, the effective friction angle to 

keep stability is around 45˚. This indicates that this result is consistent with the field 

observations (the blocks indeed failed during heavy rainfall).  

 

Table 7-15 Identification of block types with two repeated joint sets 

Infinite Finite 

Tapered Removable 

0111, 0110, 0010, 1110, 1010, 0000, 

1011, 1101, 1111, 0101, 0100 

0011, 1100 0001, 1000, 1001 

 

Table 7-16 Results of block analysis with different friction angles 

Friction 

angle (𝜙, °) 
Sliding plane Net sliding 

force (F) 

Key block (type I) Potential key 

block (type II) 

25 

30 

35 

40 

45 

50 

55 

J4 

J4 

J4 

J4 

J4 

J4 

J4 

0.12 W 

0.02 W 

-0.10 W 

-0.20 W 

-0.34 W 

-0.51 W 

-0.71 W 

1001, 0001, 1000 

1001, 0001, 1000 

1000 

1000 

1000 

1000 

1000 

- 

- 

1001, 0001 

1001, 0001 

1001, 0001 

1001, 0001 

1001, 0001 

 

Table 7-17 Safety factors of key blocks 

Friction angle 

(𝜙, °) 
Sliding plane Safety factors (key blocks) Safety factors 

(3DEC) Dry Saturated 

25 

30 

35 

40 

45 

50 

55 

J4 

J4 

J4 

J4 

J4 

J4 

J4 

0.78 

0.96 

1.17 

1.40 

1.66 

1.98 

2.38 

0.52 

0.64 

0.78 

0.93 

1.11 

1.33 

1.59 

0.71 

0.88 

1.08 

1.26 

1.53 

1.83 

2.19 
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7.4.7 Numerical analysis (3D distinct element method) 

In order to investigate the failure mechanism of the rock mass, a 3D numerical analysis was 

carried out using a three dimensional distinct element code, 3DEC ver.5.0 (Itasca 

Consulting Group Inc., 2013) which can simulate large displacement and rotation of 

individual blocks surrounded by discontinuities. This code supports simulations of blocky 

structures in three dimensions and this code is suitable for the simulation of joint movement 

induced by the changes of the friction angles of joints. The geometry of the numerical 

model was created using coordinates obtained from the photogrammetry 3D model and the 

scale of the failure area was constrained by the pre-failure photographs in 2012 and the 

debris at the base of the slope. 3D models in the upper part of the failure range could not 

sufficiently have been created because of the image noise caused by surrounding leaves and 

trees. Due to the limited geometry information from the pre-failure photographs and the 

insufficient data of the photogrammetric 3D model, the numerical model was created with 

simplified block shapes and restricted to the failure range.  

The dominant 4 discontinuity sets were generated in the rock mass with an assumption that 

the joints obtained from the 3D photogrammetry model are fully persistent through the 

investigated rock mass. The discontinuity spacing for the failed area was also modeled 

according to the data measured from the 3D model. The origin of the joint sets in the 

numerical model was determined by trial and error comparing the locations and directions 

of the joint sets with the 3D model. Figure 7.31 presents the numerical model of the failed 

slope.  

The analyses were performed on the assumption that there is no movement derived from the 

surrounding blocks. Thus, the model has fixed blocks which represent the existing rock 

structure on the slope, as well as kinematically free blocks which could develop sliding 

failure. A series of simulations investigated the safety of the jointed rock mass when the 

friction angles along the joints were reduced from 55˚ to 25˚. In the numerical models, joint 

stiffness properties were estimated using the equations suggested by Barton and Choubey 

(1977). The shear stiffness, Ks values are calculated by Eq. (7-3) in Section 7.2.6. In the 

calculations, the normal stress (σn) acting on the joint plane was calculated using the 

average height of the blocks. Table 7-18 summarizes the properties of rock joints adopted 

for the numerical analyses.  
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Fig. 7.31 Dimensions and geometry of the 3DEC model 

The results indicated that the overall stability of the jointed rock mass was controlled by the 

friction angle of joints (Table 7-17). The safety factor (SF) calculated by 3DEC decreased 

with a reduction in joint friction angles. Also, the values of SF are in agreement with the 

data obtained through the key block analysis, which indicate the range of values between 

dry conditions and saturated conditions. In the simulation, the critical friction angle (35˚) is 

close to the dip angle of the joint J4 (32˚). At the condition of failure, the mechanism 

appeared to be planar sliding. Along the joint J4, sliding of blocks with rotation started from 

the upper portion of the slope. This result can be due to the fixed block located in the lowest 

portion (block no.9 in Figure 7.32 (a)) which remained on the slope after the failure. In 

addition, this was attributed to the dip direction of the flat joint plane oriented northeasterly 

32˚.  

The results are consistent with the calculation obtained by block theory. Note that the 

maximum displacement vectors are associated with the key blocks as shown in Figure 

7.32 (a) ~ (d). It was observed that the displacement started from the blocks shaped JP 

1001 and JP 0001 (block no. 1, 3, 4, 6 in Figure 7.32). Then, the sliding of 2, 5 and 7 

blocks (tapered) occurred due to the space created by the first sliding blocks. 
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Table 7-18 Rock and joint properties for numerical model 

Rock density 

(kg/m3) 
Friction angle (𝜙, °) Shear stiffness of 

joints, Ks (MPa/m) 

Normal stiffness of 

joints, Kn (MPa/m) 

2,700 25 - 55 40 120 

  

 

 

 

Fig. 7.32 3DEC simulation results at 10,000 (a), 15,000 (b), 20,000 (c) and 25,000 cycles 
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7.4.8 Conclusion 

In this study, photogrammetric JRC values are employed to estimate the range of friction 

angles and the strength of joint sets of a natural rock slope. Safety factors of the rock blocks 

were computed by both analytical and numerical approaches. The key block theory was 

applied to back calculate the critical friction angle of the joints on the locally failed blocks. 

Parametric numerical analyses were also performed using a DEM model to assess the 

critical friction angle of the joint sets. Based on the obtained results, the following 

conclusions can be drawn: 

- Photogrammetry method was effectively used to obtain roughness data on the remained 

joint plane from the failed rock mass. To identify the orientation of the joint sets in the 

already failed rock mass, the 3D model of the remained rock mass was utilized. The 

obtained joint orientation was visually verified by using the photographs taken from a pre-

failure investigation. 

- The failure modes were successfully simulated by both the block theory and the 3D DEM 

model. The safety factor of key blocks was greatly reduced when pore water pressure was 

considered and the critical friction angle to satisfy the stability in the saturated condition 

increased from 35˚ to 45˚. The analyses showed that the failure was occurred in the range 

of friction angles between 30˚ and 45˚. The photogrammetric JRC ranges reasonably 

estimated the range of friction angle (25˚ ~ 55˚). 

- The reliability of the collected and analysed data was totally dependent on the accuracy of 

the 3D surface model. The camera-to-object distance is relatively large (33 m) and the 

section of interest is highly positioned to be taken in orthogonal direction. These factors can 

cause planning errors of the 3D photogrammetry models. It is thus noticeable that the 

accuracy of the JRC values can be affected by the angles between the vertical line-of-sight 

of the camera and the joint dip angles as well as the resolution of the image.  
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7.5 Case study 4 (3D, 2D rock fall analysis) 

A part of the study in this section was published in Natural Hazards journal as follows: 

Dong Hyun Kim, Ivan Gratchev, Jeroen Berends, Arumugam Balasubramaniam (2015) 

Calibration of restitution coefficient using rockfall simulations based on 3D 

photogrammetry model: a case study. Natural Hazards, 78: 1931-1946. 

7.5.1 Introduction 

Rockfall hazards have been generally quantified using two (2D) and three (3D) dimensional 

rockfall simulations based on in situ rockfall experiments. Traditionally, 2D analyses were 

used successfully for rock slopes by many researchers (Pfeiffer, 1989; Azzoni et al., 1995; 

Stevens, 1998). However, this approach works well only in cases where the computed 

sections are a representative of the rockfall trajectories. This is due to the actual path of 

rockfall being varied depending on the shape of the falling body and topography of slopes.   

Thus, the use of 3D rockfall simulations, such as CRSP (Pfeiffer, 1989; Andrew et al., 

2012), STONE (Guzzetti et al., 2002), RAMMS: Rockfall (Christen et al., 2010) and 

Trajec3D (Basson, 2012) can overcome the limitations of 2D simulations by allowing the 

rock blocks to move on three dimensional surfaces. The 3D analysis requires accurate 

topography of slope surfaces. Recent field survey data, remote sensing techniques such as 

LIDAR (Light Detection and Ranging), photogrammetry and TLS (Terrestrial Laser 

Scanning) are used to provide 3D slope models for the rockfall simulations (Dorren et al., 

2006; Giacomini et al., 2012; Harami et al., 2013; Giovanni et al., 2014). 

Throughout the rockfall simulations, the most important parameter for reliable prediction of 

rockfalls is the coefficient of restitution, which controls the trajectories of the rock blocks. 

In general, there are two approaches to assess the parameter: by back analysis of field tests 

(Azzoni et al., 1995; Agliardi & Crosta, 2003) or by calculation through laboratory tests 

(Chau et al., 2002; Buzzi et al., 2012; Asteriou et al., 2012). In fact, laboratory tests have 

limitations such as varying in scale effects and different material types (Chau et al., 2002; 

Buzzi et al., 2012). Furthermore, even though back analysis is based on field rockfall tests 

which can lead to better predictions to obtain practical values of the coefficients for the 

slope materials, an investigation using many high speed cameras and heavy rock samples 

can make it difficult to conduct tests in the field due to the high costs of equipment.  
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This section presents a case study to obtain the coefficients of restitutions through a 

combined method with field rockfall tests and a photogrammetric 3D surface model. The 

performed simple field tests could be used as reliable guidelines for predicting rockfall 

trajectories as well as obtaining practical coefficients of restitutions. Then, the rockfall 

behavior and the coefficients for the slope material are back-calculated by means of 

simulations based on accurate 3D rock slope models. The friction angles of the rock 

surfaces, which were calculated based on the JRC values obtained from the 

photogrammetric 3D models. The JRC values were verified by the measured values. This 

combined method is feasible when establishing methods for mitigation of rockfall hazards.  

Field rockfall tests using ten collected rocks from the site were performed at an excavated 

rock slope. Trajectory and elapsed time of each rockfall event were obtained by analyzing 

the results from video recordings using a normal HD video camera. To assess the 

coefficient of normal restitution and friction angle, Schmidt hammer tests and roughness 

profile measurements were carried out on the slope. A photogrammetry survey was carried 

out to create 3D surface models and 3D, 2D rockfall simulations were performed based on 

the 3D slope surface models. Rockfall trajectories were produced to reflect the shape of the 

slope surface. The coefficients of restitution of the rock material were then back-calibrated 

by parametric rockfall simulations, comparing them with the field data.  

7.5.2 Site overview  

The study area is an excavated slope located in Brisbane, Australia. The study slope is up to 

approximately 20 meters in height and 120m in length and the slope is prepared for the 

installation of a drapery system for rockfall protection (Fig. 7.33). The slope comprises 

weathered metasiltstone and metasandstone from the Neranleigh-Fernvale beds (Gratchev et 

al., 2013; Willmott, 2010). The weathered rock can range from a moderately to slightly 

weathered grade, based on Schmidt hammer rebounds according to the weathering 

classification system suggested by Arikan et al. (2007).  
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Fig. 7.33 Overview of the study area 

To identify dynamic and strength properties of the slope materials, Schmidt hammer tests 

were performed to the discontinuity surface of the slope and collected rock samples. The 

results of 40 Schmidt hammer blows for both the field tests and the laboratory tests are 

shown in Table 7-19. It has been reported that the Schmidt number of the slope materials 

showed a good relation with the coefficient of normal restitution (Rn) (Peng, 2000). In 

general, the Rn is an important dynamic parameter of slope material for rockfall simulation 

and is defined as the ratio of normal component of the rebound velocity to the approach 

normal velocity. The relation between Rn and Schmidt rebounds was suggested by Peng 

(2000) through a series of laboratory rockfall tests, and expressed as:  

Rn = -0.110+0.00919N1+0.00392N2+0.00358A   (7-20) 

where, N1/N2 are Schmidt numbers of rock slab and rock blocks and A is the slope angle.  

This regression was obtained from the data using various 23 different rock types of igneous, 

metamorphic and sedimentary rocks ranging from hard rocks to soft rocks. Based on the 

assumption that the material of the study area is categorized in the sedimentary rocks, the 

Rn value was obtained by the empirical equation (Eq. 7-20) as shown in Table 7-19. 

Unconfined compressive strengths (UCS) were also calculated using relations of the 

Schmidt hammer rebound values with uniaxial compressive strength suggested by Katz et al. 
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(2000) (Eq. 7-21), where x is Schmidt rebounds. The unconfined strengths of the rocks are 

presented in Table 7-19.   

UCS⁡(MPa) = 2.208⁡𝑒0.067𝑥   (7-21) 

Table 7-19 Results of Schmidt hammer tests 

Location Schmidt rebounds Unconfined compressive 

strength (UCS, MPa) 

Coefficient of normal 

restitution (Rn) 

Slope surface 

Rock blocks 

36 – 46 (mean: 40.2) 

30 – 38 (mean: 32.0) 

37.7 

27.2 

0.58 

7.5.3 Roughness profiles and JRC values  

To estimate the friction angle of rock surface, a standard method of joint roughness 

coefficient (JRC) determination was performed using a profile gauge (L=25cm). JRC values, 

which vary from 0 to 20, are obtained through the comparison of the measured joint surface 

geometry with the one presented in the Barton’s standard profile chart (Barton and Choubey, 

1977). The measurements were carried out between targets on a joint surface where the 

manual measurement was possible (Fig. 7.34).  

Measured profiles are demonstrated in Figure 7.35. The coordinates of the measured 

profiles were digitized using AutoCAD program and the JRC values were estimated using a 

roughness parameter Z2, and the regression equation suggested by Tse and Cruden (1979) 

(Eq. (2-4) and Eq. (2-5) in Chapter 2). The estimated JRC values are ranged from 11.1 to 

14.3.  

 

Fig. 7.34 Location and results of JRC measurement 
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Fig. 7.35 Measured roughness profiles with 1 mm step sizes 

7.5.4 Rock fall experiments  

Rockfall experiments were carried out on a cut slope of the site (Fig 7.33). A total of 10 

rocks, which were collected from the site, were manually thrown from the top position the 

slope. Horizontal and vertical falling distances from the toe of the slope were measured and 

the motion of falling rocks was recorded by a HD handy video recorder with an operating 

speed of 30 fps, which was positioned in front of the slope (Fig 7.33). The analysis of video 

recordings allowed for determination of the numbers of clear collisions and calculation of 

the arrival time of falling bodies. The analyses were focused on the recognition of trajectory 

directions, number of bounces and arrival times based on the observation.  

The shape of rock directly affects the rockfall trajectory. Leine et al., (2013) presented the 

influence of rock shapes on the rolling behavior of bodies introducing the 3D rockfall 

module ‘RAMMS’. In the simulation, an arbitrary polyhedron block model was used as a 

falling body based on a high resolution digital elevation model. To describe the rock shapes 

of the collected rocks of this research project, a three dimensional shape index (γ) 

developed by Wang et al., (2003) was used. The index which was the ratio of block 

volumes to the sphere volumes with a diameter equal to the maximum block size, could be 

estimated by Eq. (7-22).  

𝛾 =
6∙𝑉

𝜋∙𝑙𝑚𝑎𝑥
3      (7-22) 

where, γ = 3D rock shape index, V = volume of a block, lmax = the maximum distance 

between two vertex points on the block. Figure 7.36 shows the rock blocks used for the 

rockfall tests. The blocks were collected near the slope of the site with consideration for the 
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range of the size of fallen rock fragment and the movability of specimens. The size and 

weight of the specimens are summarized in Table 7-20. The rock block shapes were then 

classified into five categories according to the shape index using Eq. (7-22). The collected 

rock blocks were labeled as ‘Block’ or ‘Cube’ shapes as shown in Table 7-20 and the 

examples of the measurement dimensions are shown in Figure 7.37. 

 

Fig. 7.36 Collected rock blocks 

 

Fig. 7.37 Examples of rock shapes and collected rocks 

Table 7-20 Details of the rock blocks 

Rock 

No. 

Weight 

(kN) 

Volume 

(V,cm3) 

Shape 

index 

(𝛾∗) 

Shape 

descript 

-tion 

Rock 

No. 

Weight 

(kN) 

Volume 

(V,cm3) 

Shape 

index 

(𝛾∗) 

Shape 

descript 

-tion 

1 

2 

3 

4 

5 

62.5 

57.0 

12.5 

22.5 

25.5 

2,360 

2,150 

472 

849 

962 

0.37 

0.23 

0.18 

0.26 

0.10 

Cube 

Cube 

Block 

Cube 

Block 

6 

7 

8 

9 

10 

10.0 

23.0 

22.5 

19.5 

36.0 

377 

868 

849 

736 

1358 

0.21 

0.21 

0.20 

0.15 

0.32 

Block 

Block 

Block 

Block 

Cube 

* γ ≤ 0.001 : Bar, 0.001 < γ ≤ 0.077 : Plate, 0.077 < γ ≤ 0.22 : Block, 0.22 < γ ≤ 0.37 : Cube, 

0.37 < γ ≤ 1.0 : Sphere (Wang et al., 2003) 
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7.5.5 Behaviour of rock fall  

General modes of motion of rocks during their descent on slopes are composed of free 

falling, rolling and bouncing phases based on slope gradients. In this rockfall test, the 

motions created various collision times through rockfall trajectories. It was observed from 

each rockfall test that the orientation of the joint sets at the impact points on the slope 

affected the trajectories of rockfalls. The lateral dispersion ratio (Dr) is a proportion of the 

lateral distance (DH) of the rockfall paths from the center line as seen looking at the face of 

the slope to the length of the slope (L) as shown in Eq. (7-23). This definition of Dr is 

similar to the concept presented by Azzoni and Freitas (1995) and is schematically shown in 

Figure 7.38. 

𝐷𝑟 =
𝐷𝐻

𝐿
× 100⁡(%)    (7-23) 

In the field tests, the dispersion ratios (Dr) of rockfalls were in the range of 5 to 50%, which 

was much larger than the general dispersion ratio (< 20%) suggested by Azzoni and Freitas 

(1995). This large percentage of dispersion can be explained by the orientation of dominant 

joint sets dipping to a northeastern direction influencing the rockfall paths. Thus, the final 

positions of falling rocks were located at the left side from the center line including the 

falling point ranging from 0.6 to 6.3 meters as described in Table 7-21. It was observed 

from the field tests that the collision numbers through the rockfall trajectories directly 

correlated with the modes of rockfall. Less impact numbers such as 2 or 3 showed bigger 

jumping heights after collision with extruded rock surfaces. In contrast, sliding and rolling 

movement were predominant when the rock path showed more than 5 impacts.  

 

Fig. 7.38 Description of lateral dispersion (DH) and extraction of 2D simulation section 

from 3D slope surface model 
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Rock shape was also a major factor influencing the direction of trajectory of falling rocks. 

Figure 7.39 indicates the relationships between the rock shapes and the rockfall behaviour. 

Even though the coefficients of determination, R2, are relatively low, it can be said that the 

obtained linear regressions obviously indicate downward or upward trends according to the 

rock shape indices. Figure 7.39 (a) shows distances of falling rocks from the toe according 

to their shape indices. As rock shape index increased, the distances of rockfall rose. 

Similarly, The rocks categorized as cube shape (γ = 0.23 ~ 0.37) created higher lateral 

dispersion ratio of trajectories ranging from 31 to 51%, than the block shaped rocks (γ = 

0.10 ~ 0.21) (Fig. 7.39 (c)). The rockfall mode was also associated with rock shape index. It 

was also observed that sliding and rolling modes are predominant when the rock shape 

indices were relatively less (Fig. 7.39 (b)).   

Table 7-21 Results of rockfall tests 

Event no. 1 2 3 4 5 6 7 8 9 10 

Measured distance (m) 

- Vertical (DV) 

- Horizontal (DH) 

- √𝐷𝑉
2 + 𝐷𝐻

2  

Lateral dispersion ratio 

(DH/L, %) 

 

2.1 

5.8 

6.1 

46.5 

 

 

4.2 

6.3 

7.5 

50.5 

 

 

1.5 

1.2 

1.9 

9.6 

 

 

3.3 

5.1 

6.1 

40.9 

 

 

1.0 

2.1 

2.3 

16.8 

 

 

2.6 

0.6 

2.7 

4.8 

 

 

5.1 

2.8 

5.8 

22.5 

 

 

2.8 

2.5 

3.8 

20.0 

 

 

1.2 

2.8 

3.0 

22.5 

 

 

2.5 

3.9 

4.6 

31.3 

 

Number of collision 3 2 2 3 6 5 2 3 8 4 

Arrival time (sec) 3.5 2.5 3.5 2.5 3.5 3.0 2.5 3.5 4.5 3.5 

 

 

Fig. 7.39 Relation between block shape index and horizontal distance (a), collision numbers 

(b) and dispersion rate (c) 
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7.5.6 Photogrammetry survey  

Geo-referenced 3D surface model were derived from the photogrammetry field survey. 

Target points were marked on an area as shown in Figure 7.34. The height of the section 

was almost same as the camera heights (Fig. 7.40). Geo-referenced 3D surface models were 

derived from the photogrammetry survey. The Nikon SLR D7000 with a 24 mm focal 

length lens was employed and two digital pictures were taken at two different distances 

from the rock slope as shown in Figure 7.40. The computer program, Sirovision was then 

used to build the 3D models. The large distance (L = 33 m) produced a 3D slope model with 

1,620 pixels/m2 for the entire slope height (Fig. 7.41). Using more than 1,000 joint 

orientation data generated from the 3D model, the orientations of joint sets were analysed. 

Computer code ‘DIPS 6.0 (Rocscience)’ which is designed for the stereonet plots based on 

geological data was used to define sets of the joint groups using mapping data obtained 

from the 3D model as presented in Figure 7.42.   

 

Fig. 7.40 Photogrammetry survey setup 

 

Fig. 7.41 A window shot of 3D model of Sirovision (taken from 33 metre distance) 
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Fig. 7.42 Identified joint sets using DIPS 6.0 

The slope gradient within the study slope varied between 50° and 60°. Ranges of dip and 

dip directions and joint spacing of the four prominent joint groups are presented in Table 7-

22. Spacing of each joint set was obtained by measuring distances between joints on the 3D 

model to identify block shapes on the slope. As the dip direction of joint set 1 (J1) and joint 

set 2 (J2) face to the dip direction of the slope, it was expected that dip direction of the two 

prominent joints sets affect the directions of rock fall paths.  

As rockfall events can be initiated by the detachment of rock fragments from their existing 

locations, characterizing the shape of distributed blocks on the slope surface can provide 

probable shapes of falling rock. Using the information of four joint sets, probable block 

shapes of the study slope were characterized by Eq. (7-24). To identify the rock shapes, 

block volumes were estimated using joint spacing and their orientations. Assuming that the 

main joint sets were persistent, in the cases that three or more joint sets are present, the 

block volume can be calculated using Eq. (7-24) proposed by Cai et al. (2004), 

𝑉𝑏 =
𝑠1𝑠2𝑠3

𝑠𝑖𝑛𝛾1𝑠𝑖𝑛𝛾2𝑠𝑖𝑛𝛾3
   (7-24) 

where, s1,s2,s3 = spacing between discontinuity sets; γ1, γ2,γ3⁡⁡ = angles between 

discontinuity sets. For practical purposes, this equation can be used to determine block sizes 

regarding the intersection angles between joint sets. In combination with four joint sets, 

using the average value of the joint orientation and distance data obtained from the 3D 
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surface model, block volumes were analyzed as summarized in Table 7-22. Based on this 

procedure, it was found that the estimated block sizes ranged from 0.04 to 6.45 m3 and the 

block shapes were categorized as ‘Sphere’, ‘Cube’ or ‘Block’ shapes by the three 

dimensional shape index (γ). 

Table 7-22 Results of block volume and shape estimation using 3D surface model 

Plane 
Dip 

 (˚) 

Dip direction 

 (˚) 

Joint spacing 

(m) 

Block volume 

(V,m3), 

Shape 

index, γ 

Shape 

description 

Slope 

J1 

J2 

J3 

J4 

55 ± 5 

54 ± 15  

59 ± 17 

84 ± 7 

47 ± 5 

20 ± 10 

34 ± 14 

320 ± 20 

173 ± 13 

162 ± 17 

- 

0.30~1.41 

0.31~1.65 

0.28~1.01 

0.34~0.55 

0.04~6.45 

 

 

 

 

0.08~0.82 

 

 

 

 

Sphere / 

Cube / 

Block 

 

 

 

7.5.7 Roughness investigation 

The results of the details of the geo-referenced 3D models are presented in Table 7-23. The 

range of point intervals of the 3D models which are obtained from the images taken at 33 

metres is from 7.7 to 14.3 mm whereas the step size of the roughness profiles of the 3D 

image is between 1.1 and 2.6 mm. As presented in Table 7-23, the 3D images taken at 5 

metres produced much smaller step size of the roughness profiles. The difference of pixel 

size can be visually compared using the pixels of targets on the slope as shown in Figure 

7.43 and 7.44. It can be found that the density of mesh in the area of a target in 5 metre 

distance is much higher than that of 33 metres. 

Roughness profiles were extracted from the 3D models and the JRC values were calculated 

using the roughness parameter, Z2 (Tse and Cruden, 1979). As presented in Table 7-24, the 

calculated JRC range obtained from far distance (33 m) underestimated the JRC values, 

while close distance (5 m) created a large bias from overestimation to underestimation. This 

tendency can be explained by the error factors of photogrammetry as mentioned in the 

Section 2.8. In the 3D model of 5 metre distance, it can be explained that data noise 

influenced the accuracy of the photogrammetric JRC data. Considering the orientation of 

the joint plane was not orthogonal to the camera direction, the influence of profile 

orientation can be also important to the accuracy of JRCs.  
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Fig. 7.43 Extracted 3D model for an area of interests and the image pixels of a target at long 

distance (33 m) 

 

Fig. 7.44 Extracted 3D model for an area of interests and the image pixels of a target at 

close distance (5 m) 

Table 7-23 Details of photogrammetry survey and density of 3D models 

Item 3D image (L=33 m) 3D image (L=5 m) 

Distances from targets (m) 

Baseline distances (m) 

Point intervals of 3D images (mm) 

33.0 

3.4 

7.7 ~ 14.3 

5.0 

0.8 

1.1 ~ 2.6 

Table 7-24 JRC values according to the photogrammetric distances 

Profiles Distances (m) JRC (Manual) JRC (3D, 33m / 5m) Error (%, 33m / 5m) 

R1 33 / 5 15.0 11.8 / 12.9 78.7 / 86.0 

R2 33 / 5 13.7 12.4 / 9.7 90.5 / 70.8 

R3 33 / 5 10.1 10.2 / 18.3 100.1 / 181.2 
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7.5.8 3D Rockfall simulation  

In this study, 3D and 2D rockfall simulations were performed and the 3D simulations were 

focused on evaluation of probable rockfall trajectories in accordance with the topography of 

the slope and back calculation of the coefficient of restitution values based on rockfall 

arrival times. The 2D simulation was used to analyze the energy, bounce and the location of 

the falling rocks using the analysis section obtained from 3D simulation and to back 

calculate the tangential coefficient of restitution. In the simulations two software programs 

were used and detailed information are shown in Table 7-25. 

Table 7-25 Computer codes for rockfall simulation 

Programs Required data Outcomes 

Trajec3D (3D) 

(Basson, 2012) 

3D surface model 

Rock shapes * 

Source area of rockfall 

Coefficients of restitution (COR) 

 

Rock fall trajectories 

- numbers of collisions 

- horizontal displacement  

Rock arrival time 

Kinematic energy envelope 

RocFall (2D) 

(Stevens, 1998) 

Rock fall trajectories 

Initial velocity of rockfall 

Coefficients of tangential restitution 

Coefficients of normal restitution 

Rock fall trajectories (Vertical) 

Rock travelling distances 

Kinematic energy envelope 

 

* Applicable fall body shapes: Sphere, Cube, Plate and irregular blocks 

The ‘Trajec3D’ software (Basson, 2012) was used for the 3D simulation. This program 

estimates rockfall paths using realistic slope topographies that can be created from remote 

survey techniques, such as photogrammetry and LIDAR. 3D coordinates of the 

georeferenced 3D surface model generated from ‘Sirovision (CSIRO, 2005)’ were imported 

to the program ‘Trajec3D’ to create the slope surface model. The coefficient of restitution 

(COR) in the program represents the ratio of velocities before and after the rockfall impact 

as indicated in Eq. (7-25), 

𝐶𝑂𝑅 =
𝜈

𝑉
    (7-25) 

where ν : the velocity of the fall body after impact, V : the velocity of the fall body before 

impact. ‘COR=1’ shows that the impact is perfectly elastic so there is no loss of energy. 

‘COR=0’ indicates that the impact is perfectly plastic.  
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In this study of the examined slope, a number of simulations were performed to back 

calibrate the coefficient of restitution (COR) from rockfall simulations. The COR values 

used in this parametric study were ranged from 0.3 to 0.9. The results of ‘rock no. 2’ in the 

field test were compared with the simulation results. In the simulations, cube shape was 

selected as a rockfall shape as classified using the rock shape index (Table 7-20). 

The friction angle was calculated using Barton’s empirical equation (Barton and Choubey, 

1977). JRC values obtained from site measurement and the photogrammetric 3D model 

were used to estimate the friction angle as discussed in Section 7.5.7. In Eq. (7-26), the 

basic friction angle (ϕb) of 30˚ was obtained from a series of tilt tests using flat surface 

samples. Results from Schmidt hammer tests were used to estimate the joint compressive 

strength (JCS). Using Eq. (7-27), the friction angle of joints considering JRC was ranged 

from 30˚ to 40˚.  


𝑟
= (

b
− 20°) + 20(r/R)   (7-26) 

Where, ϕb is basic friction angle estimated from tilt tests; R is Schmidt rebound on dry 

unweathered joint surface; r is Schmidt rebound on wet joint surfaces. 

 = 
r
+ JRC⁡log10(

JCS

σn
)   (7-27) 

where, ϕr is residual friction angle of joints; JCS is joint wall compressive strength; σn is 

normal stress acting on the joint plane. The input parameters used in the parametric study 

are presented in Table 7-26.   

Table 7-26 Parameters in 3D rockfall simulation 

Parameters Unit Value Reference 

Density of rock 

Block shape 

Block size (cube length) 

Coefficient of restitution 

(COR) 

Friction angle 

kN/m3 

- 

m              

- 

 

° 

27 

Cube 

0.13 

0.3, 0.5, 0.7, 0.9 

 

30 ~ 40 

ASTM D5030 

Block shape index (γ) 

Equivalent length based on volume 

Range from intermediate to hard 

rock (Andrew et al., 2012) 

Barton’s empirical equation 

As the three dimensional model simulated detailed slope geometry, the rock paths obtained 

from the 3D simulation were considerably varied with the positions of dropping points on 

the slope. However, it was also observed that the rockfall trajectory was controlled by the 
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orientation of the joint at the starting point. At the same starting points of rockfalls with the 

field tests, most rockfall paths headed towards the left side (Northeast) due to the 

orientation of the joint of dropping positions. Dip and dip direction of the joint indicates  

44°/ 60° heading to northeast direction as shown in Figure 7.45. Therefore, the orientation 

of the joint at the starting point had a strong influence on the lateral dispersion rate. Even 

though similar trajectories were obtained from the same starting point, in the 3D parametric 

simulations, the trials were repeated twenty times for each COR value in order to obtain 

reliable data.  

 

Fig. 7.45 Rockfall trajectory on Trajec3D (a) and joint orientation (Sirovision) (b) at the 

starting point 

In terms of comparison of collision numbers with different COR values, it was natural that 

the rock collision numbers were decreased when the COR increased from 0.3 to 0.9. The 

range of COR in Trajec3D simulation was relatively higher than the results from the 

previous research performed by Graf et al., (2013). The range of restitution coefficients in 

his tests for hard rocks was from 0.003 to 0.644. In comparison, the range in this simulation 

was reasonably determined by considering trends of collision numbers with the results from 

the field tests. The number of collisions was varied from 3 to 5 with COR of 0.3 and then 

reduced to 2 or 3 times using the COR of 0.9. As the COR indicates the characteristic of the 

elasticity of slope surfaces, the rockfall pattern tended to change from bounce to rolling 

with decreased COR values. However, the change of collision numbers does not show 

tangible differences with COR values between 0.5 and 0.9 (Fig. 7.46 (a)). 

It is clear that the increasing of COR resulted in faster falling. The results showed that the 

average arrival time obtained from the data distribution was reduced from 2.8 to 2.2 

seconds as demonstrated in Fig. 7.46 (b). Due to the data noise along the edge of the 3D 
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model, the top and ground bench parts were not fully generated in the slope model. 

Therefore, the arrival times were measured at the time when the rocks arrived at the toe of 

the slope. Figure 7.46 (b) showed that the rockfall elapsed time in the 3D simulation can 

demonstrate clearer tendencies according to the change of COR than the number of 

collision.  Figure 7.47 shows a simulated rockfall path comparing it with the observed 

rockfall event when the COR value was 0.5. Despite slight differences, the simulated 

collision numbers and the rockfall direction agreed well with those of the rockfall test. 

 

Fig. 7.46 Relation between a) numbers of collision, b) arrival time and coefficient of 

restitution 

 

Fig. 7.47 Comparison of a simulated trajectory with field rockfall result (rock no. 2) 
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7.5.9 2D Rockfall simulation  

In 2D rockfall simulations, the analysis model was assisted by 3D rockfall simulation to 

derive pre-defined rockfall path. The commercial software RocFall (Rocscience, 2003) was 

used for the simulation and the program is based on a lumped mass approach with separate 

coefficients of normal and tangential restitutions. The coefficients of restitution used in the 

simulation are presented in Table 7-27. The normal coefficient of restitution (Rn) was 

calculated by the relation between Schmidt rebounds and Rn as mentioned in Eq. (7-20). To 

determine the tangential coefficient of restitution (Rt), four different Rt values were used for 

parametric analyses comparing the results of rock endpoints from the field data. The 2D 

analysis model defined by a section along a 3D rockfall trajectory is shown in Figure 7.47. 

This section was obtained by irregular cutting along the 3D simulation trajectory using the 

computer code ‘Sirovision’. 

It is obvious from the result that the coefficient of tangential restitution controls the distance 

of rockfall endpoints from the slope. As shown in Figure 7.48, with the rise in Rt values, the 

mean values of the endpoints, which indicate most probable runout distances in the 

statistical simulations, increased from 4.4m to 8.6m. In comparison with the measured 

distances in the field, the data distribution also suggests that proper Rt value can be 

determined between 0.7 and 0.8.  

Table 7-27. Parameters in RocFall (Rocscience) simulation 

Parameters Value Reference 

Coefficient of normal restitution (Rn) 

Coefficient of tangential restitution (Rt) 

Friction angle (°) 

0.58 

0.6, 0.7, 0.8, 0.9 

35 

Schmidt hammer test 

Rocscience Inc., (2003) 

Barton’s empirical equation 

7.5.10 Discussion 

The results of the simulations show that there is a clear relation between the COR and 

rockfall elapsed times in the 3D simulations. In the 2D analysis, there is also a good 

relationship between Rt and rock endpoints. By establishing the linear relationship between 

the parameters shown in Figure 7.49, the coefficient of restitution (COR) and tangential 

restitution (Rt) can be back calibrated. In the graphs, ts/tr is the ratio of simulated elapsed 

time to measured elapsed time and Ds/Dr is the ratio of simulated rock endpoints to 

measured rockfall endpoints respectively. 
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Fig. 7.48 Data distribution of rock endpoints from toe according to coefficient of tangential 

restitution (RocFall analysis) 

 

 

Fig. 7.49 Determination of coefficient of restitutions by back calibration 
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The results of the back calibrated coefficients (COR=0.57, Rt=0.73) were used to simulate 

2D and 3D rockfall events again. From the comparison between 2D and 3D analyses for 

similar trajectories, the plot in Figure 7.50 shows the total kinetic energy curves values. In 

the upper part of the slope, where the block started to travel in the beginning, the simulated 

kinematic energies by both the simulations showed a different trend. This can be simply 

explained by the RocFall starting with bouncing patterns, while rocks on Trajec3D were 

thrown by a rolling pattern. Nevertheless, it is worth pointing out that the kinetic energy of 

both the simulations created similar values which were 0.42 kJ and 0.33 kJ respectively at 

the slope toe position. 

 

Fig. 7.50 Comparison of kinetic energy distribution of RocFall (a) and Trajec3D (b) 

simulation 

Friction angles were estimated from the photogrammetric JRC values. However, because of 

a difficulty of field investigation, insufficient data were used for the estimation of friction 

angle. Likewise the issue of the accuracy of photogrammetric JRCs, this uncertainty of 

friction angle may influence the accuracy of the results of the simulations. 

7.5.11 Conclusion 

This section of the thesis is to verify the photogrammetric JRC values for assessing 

coefficients of restitution using a combined numerical analysis with the results of field 

rockfall tests. A set of rock fall tests and a photogrammetry survey were carried out and the 

results were back calculated using 3D and 2D rockfall simulations. Based on the obtained 

results, the following conclusions can be drawn: 
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- Photogrammetry model was used to create realistic slope surface for rockfall simulation. 

The combination of the simple field tests and the photogrammetry survey, which reflects 

the practical slope material and the realistic slope surface simulating exposed joint 

orientation, provided reliable coefficients of restitutions of the studied slope. 

- The results from the field test showed that the shape of rocks had a significant influence 

on the falling paths. The falling rocks with high rock shape index (γ) produced higher 

lateral dispersed distances. Also, the surface geometry especially in the source area, directly 

affected the direction of rockfall paths. 

- The simulation with different restitution coefficients (COR) indicated that rockfall elapsed 

time is a suitable factor to calibrate COR values from 3D simulations. The results of 2D 

simulation using a pre-defined rockfall path derived from a 3D analysis demonstrated that 

rockfall end points were sensitively varied with the coefficient of tangential restitution (Rt). 

Consequently, the results of 2D simulation using a pre-defined rockfall path with the 

calibrated Rt value showed a good agreement with the 3D rockfall trajectories.  

- JRC values were employed to estimate the friction angle of the study slope. The friction 

angle of the slope influenced the number of bounces and the bouncing directions. Using the 

range of friction angle (30˚~ 40˚), parametric 3D rockfall simulations were performed and 

the results were visually compared with the real trajectories. Through the parametric 

simulations, friction angle 35˚ was used to the 2D rockfall simulation. 

- The accuracy of photogrammetric JRC values depends on the extent of data noise as well 

as the resolution of the images. The photogrammetric JRC ranges were generally 

underestimated because of the low resolution images (c-to-o distance: 33 m). However, the 

3D model obtained from the close distance (c-to-o distance: 5 m) also created inaccurate 

JRC ranges due to a data noise. 

- In this simulation, the number of data to estimate friction angle can be an issue in terms of 

the reliability of the simulation results. The use of photogrammetric JRC data in various 

locations can be thus achieved under an identification of the level of accuracy in the 

photogrammetric setup. 
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7.6 Case study 5 (Assessment of rock weathering) 

A part of the study in this section was published and included in the proceedings of 

19SEAGC & 2AGSSEA conference as follows: 

Dong Hyun Kim, Ivan Gratchev, Erwin Oh, Arumugam Balasubramaniam (2016) 

Assessment of rock slope weathering based on the alteration of photogrammetric roughness 

data. Proceeding of the 19th Southeast Asian Geotechnical Conference & 2nd AGSSEA 

Conference (19SEAGC & 2AGSSEA), Kuala Lumpur, pp. 901-906. 

7.6.1 Introduction 

The weathering grades and the weathering rates of rock material have been of significant 

interest to geologists and engineers. From a geological perspective, many weathering 

indices have been investigated and these indices are generally derived from chemical and 

mineralogical analysis. As an indicator of the degree of weathering, many studies have 

attempted to analyze rock surface roughness combined with the weathering states 

(McCarroll & Nesje, 1996; White et al., 1998; Gómez-Pujol et al., 2006; Pinho et al., 2006; 

Medapati et al., 2013). McCarroll and Nesje (1996) suggested that roughness is a useful 

indicator to quantify the degree of weathering through a set of measurements of roughness 

profiles using profile gauges. Using the triangulate point clouds obtained from a laser 

scanned 3D model, Medapati et al. (2013) attempted to use the γ-values, which are the 

angles from the vertical axis to the normal vector, for identifying the rock surface roughness 

in different weathering conditions.  

From an engineering point of views, weathering is studied using quantitative approaches 

rather than geological approaches, where rock masses are classified based on the durability 

and the strength of the rock mass in respect to the degree of weathering. As a significant 

engineering value, the rock joint roughness coefficients (JRC) can be used for describing 

the weathering characterization. In this study, photogrammetric JRC data has been collected 

over a two-year period between 2012 and 2014. With the comparisons of the annual JRC 

data with the durability of rocks, JRC variation rates were investigated to suggest an index 

to quantify the weathering degree for engineering purposes. The JRC values were calculated 

using digitized roughness profiles extracted from photogrammetric 3D models, which 

included exposed joint sets.   
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Photogrammetric 3D models simulate joint planes based on the clearly extended planes or 

the extruded parts of the joint planes from the rock slope surfaces. Due to the limitation of 

the camera’s view and the brightness of the joint space, the inside information between 

joints is rarely created and the creation is dependent on the thickness of the joints. However, 

when a roughness profile of an exposed joint set is changed by weathering, the loss of 

roughness between the joint edges can be measured from the roughness profiles as 

presented in Figure 7.51.  

 

Fig. 7.51 Schematic drawing of a photogrammetric 3D model of the intersection of a joint, 

before weathering (a), and after loss of roughness by weathering (b) 

 

7.6.2 Influence of weathering on JRC 

If a rock type is vulnerable to weathering, the variations of roughness on the exposed rock 

slopes can be mostly observed at the intersections of the exposed joints within the surface 

areas of slopes in a short term period. Weathering typically erodes the edges of joints. 

Depending on the geological components of rocks, the roughness alterations will produce 

the different forms of weathering products. Typically, the exposed edges of joints become 

rounded. Therefore, it is generally accepted that loss of roughness leads to a decrease of 

JRC values of the areas. However, the decrease in JRC values are not necessarily 

proportionate to the loss of roughness. Indeed, a partial loss of roughness in a specific area 

along a joint may actually produce an increase of JRC values.  

Similarly, in the case of laminated structure rocks such as shales and mudstones, 

exfoliations with a shape of flakes can be more dominant than other types of breaks. The 

partial exfoliations with the shapes of flakes can cause a significant increase in JRC values 

of rock surfaces due to the step-like profiles on the altered surfaces near joint intersections. 



202 

 

Therefore, it can be said that the JRC variations by the weathering process can reflect the 

geological structural characteristics of the rock material as well as its durability. To 

establish the indicator, this study suggests a JRC variation rate (JVR) as presented in Eq. 7-

28. This can be obtained by the comparison of JRC values collected from annual 

investigations. In order to collect sufficient data and to cover the investigations in large 

slope surface areas, remote sensing methods such as photogrammetry methods, can be more 

efficiently used for the historical JRC records.   

JRC variation rate (JVR) = ((JRCt2 – JRCt1) / JRCt1) / year  (7-28) 

where JRCt1 is the previously measured value in a particular year and JRCt2 is a measured 

value at present. Thus, if the JRC variations are negative, the roughness values have been 

decreased during the specific periods. In consideration of the measurement accuracies of 3D 

models, collected JRC variation rates can be evaluated by statistical methods. As presented 

by Medapati et al, (2013), roughness data can form specific distributions according to their 

weathering condition. Accordingly, JVR data can show different shapes of distribution 

curves depending on the structure and durability of rock material. The data distributions are 

distinguished by several statistical indices such as mean, median and skew (see Fig. 7.52). It 

is worth mentioning that the statistical indices obtained from the annually observed data can 

supplement weathering characteristics with reasonable correlations with the durability 

indices of the rocks. 

 

Fig. 7.52 Examples of data distribution 
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7.6.3 Comparison of roughness data 

The photogrammetry code “Sirovision (CSIRO, 2012)” was employed to create 3D images. 

Geo-referencing was performed for the two different 3D models by giving the coordinates 

of the left camera position (using a GPS device) and measuring its bearing to the centre of 

the slope (using a geological compass).  Figure 7.53 shows 2012 3D models of both 

selected shale and sandstone zones for JRC estimations. 

 

Fig. 7.53 Photogrammetric 3D models (surveyed in 2012) and selected surface area, 

sandstone (a), shale (b) 

 

7.6.4 Alteration of surface roughness 

With visual comparisons of the 3D models of 2012 and 2014, it was found that there had 

been roughness alterations, especially on the periphery of exposed joints in both rock zones. 

The images show a large alteration of colours on the surfaces in the shale sections. This 

exfoliation phenomenon was not found in the slake durability tests. An example of the 

changes is presented in Figure 7.54 (a, b). This alteration was accompanied by the 

exfoliation of thin rock flakes. In sandstone sections, however, dominant changes occurred 

around the edges of joints as shown in Figure 7.54 (c, d). It was also found that in both rock 

types, several sections lost large portions of surface roughness resulting in large variations 

of profile shapes. 
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Fig. 7.54 Examples of the 3D image cuts showing the alteration of rock surfaces due to 

weathering process over two years; shale, section 2 (a, b), sandstone, section 4 (c, d) 

JRC values were estimated in 16 measurement sections in both rock types respectively. As 

shown in Figure 7.55, the measured directions are radially positioned, centred by the 

steepest direction (dip direction) at 45 degree intervals. Since JRC values are highly 

dependent on the measurement scales, the measurements were performed in different 

window sizes ranging from 150 mm to 1000 mm in this study. The measurement window 

positions were determined in accordance with the locations of exposed joints, where the 

joints are distinctly exposed on the rock surfaces. The JRC values were estimated using 

roughness profiles which were extracted by the photogrammetric code, Sirovision. This 

program provides a function which estimates JRC values by selecting the corners of a 

specific area on the 3D model.  

 

Fig. 7.55 Selected areas for JRC estimation in Sirovision and the directions for directional 

JRCs 
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 7.6.5 JRC variation rate 

The JRC values obtained from the 3D models at two yearly intervals using ‘Sirovision’ 

were analysed to estimate the JRC variation rates between the models. In two years, the 

variation rates have been changed from -0.45 (decreasing to 45% of previous JRC values) to 

0.8 (increasing to 180% of previous JRC values). Figure 7.56 presents the JRV values in 

accordance with the measurement scales. Overall JRC data were formed with scattered 

patterns for both shale and sandstone zones. It is obvious that the strength of the 

relationships between JRV and measurement scale is “weak” or “moderate”. The data 

distributions of the shale sections show weak correlations with the measurement scales (R2 

= 0.02). However, negative associations between the variables are also noticeable in the 

distributions. In the sandstone zone, the data distribution shows moderate positive 

correlations between JRV values and measurement scales (R2 = 0.12).  

 

Fig. 7.56 JRC variation rate according to the scales of profiles, shale (a), sandstone (b) 

It is interesting that an increase of JRC values by weathering is dominant in the shale zone 

rather than the sandstone sections. This is due to the different breaking patterns from the 

rock surfaces as mentioned in Section 7.6.4. In the small measurement scale range (L = 150 

~ 300 mm), on the other hand, a considerable amount of data from the sandstone zone 

shows a decrease of JRC values for two years. This can be explained by the fact that the 

loss of small scale roughness is more influential on the JRC values when the changes of 

undulations are negligible. To address the changes of JRC values, each example of the 

alteration of roughness profiles for both rock types is demonstrated in Figure 7.57.  



206 

 

The roughness profiles composed of regenerated 2 mm interval coordinates. It is worth 

mentioning that the accuracy of photogrammetric JRC values is beyond the scope of this 

study. Generally, photogrammetric JRC values tend to be underestimated in the data 

interval (2 mm) compared to manually measured values. The accuracy of photogrammetric 

JRCs can vary with a quadratic function which depends on the camera-to-object distance 

and the employed focal lengths of lenses (Kim et al., 2015c). However, this study compares 

the JRC values in the same density data condition. 

 

Fig. 7.57 Examples of roughness profiles, shale (a) and sandstone (b) 

 

7.6.6 Statistical indices for weathering 

Based on the JRV data, the distributions of JVR according to the estimation functions (Tse 

& Cruden, 1979; Maerz, 1990) were plotted and the statistical indices were calculated. 

Figure 7.58 demonstrates that most data distributions form skewed distribution curves. It is 

obvious that the statistical results show the differences of JVR values between shale and 

sandstone. In the shale zone, the surface of the selected area has considerably changed due 

to the exfoliations controlled by the textural properties of the shale bedding structures as 

shown in Figure 7.53 (a) and (b). This has resulted in increasing of JRC values. The JRV 

distributions indicate higher average values (µ = 0.17 ~ 0.19) (see Fig. 7.58 (a), (b)) than 

those of sandstone distributions (µ = 0.03 ~ 0.05) (see Fig. 7.58 (c), (d)). The distribution of 

sandstone data is moved toward negative portions of the JRC variation rates. These negative 

data probably reflect the smoothly eroded rock surface profiles.  

As the indicators of weathering for describing roughness variations, “mean” and “skew” 

values of JRC variation rates are used in this study. The mean values indicate the increased 

roughness of surfaces resulting in an increase of JRC values for one year. The geological 
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structures of rocks have a strong influence on the values as well as the strengths of rocks. 

As shown in this study, the stepped roughness profiles of the shale zone produced larger 

JVR values than the sandstone sections, even though the shale samples have higher strength 

properties (UCS and Id2) than those of the sandstone. As shown in section 7.6.4, the 

geological characteristic of shale, i.e. the exfoliations, which are composed of similarly 

shaped broken particles with thin and flat flakes, resulted in sharp edges on the surfaces. 

Therefore, the mean values of JVR can be used to describe a time dependent roughness 

variations in terms of the strength and geological characteristics of rocks.  

 

Fig. 7.58 Histograms of JRC variation rates obtained using Tse & Cruden function (Eq. 2-4), 

shale (a), sandstone (c); Maerz (Eq. 2-19), shale (b), sandstone (d) 

However, a quantitative explanation of the skewness of JVR is complicated. The authors 

regard the skewness of the roughness distributions in this study as the tendency of data 

deviation from the mean values. In Figure 7.58, JVR data of the all these analysis cases 

form positive skewed histograms, which means asymmetrical distributions with long tails 

can be expected from the considerably increased JRC values. A large values of skewness 

can indicate large range of data sets which may be caused by geological differences 

between the data sets as well as the locality of the data sets. Further studies may be needed 
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to identify the skewness of JVR data. It is interesting that JVR values increase with the 

slake durability index (Id2) values of the rocks. This trend is different from the general 

understanding of the durability of rock material. In the study area, the durability of the shale 

sample is larger than the durability of sandstone data. However, the statistics indicate that 

the roughness alteration on the shale samples is larger than that of the sandstone samples. 

The relationships between the mean values of JVR and the Id2 values of the shale and the 

sandstone zones are demonstrated in Figure 7.59.  To compare the statistical indices of JVR 

data with the durability of both rock types, relevant properties are summarized in Table 7-

28.  

 

Fig. 7.59 Correlations between mean values of JRC variation rates and Id2 values for each 

rock type 

Table 7-28. Statistical indices of JRC variation rates for shale and sandstone  

Data distribution 

indices 

JRC variation rate 

Shale Sandstone 

Tse & Cruden Maerz Tse & Cruden Maerz 

No. of data 

Mean 

Standard deviation 

Median 

Mode 

skew 

92 

0.17 

0.33 

0.132 

0.871 

2.604 

92 

0.19 

0.28 

0.143 

0.809 

1.103 

93 

0.03 

020 

0.021 

-0.43 

0.466 

93 

0.05 

0.24 

0.043 

-0.391 

1.042 
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7.6.7 Conclusion 

The weathering characteristics of shale and sandstone in a cut slope within the Naranleigh-

Fernvale beds in Australia, was investigated by an analysis based on historical 

photogrammetry surveys. In both the shale and sandstone zones of the study area, JRC data 

were collected over two years. With the comparisons of the JRC data, the present study 

suggests the use of the joint roughness variation rate (JVR) to show the annual changes of 

JRC values for a rock surface area. Through a statistical analysis, it was found that JVR 

values indicate the alterations of rock surfaces caused by weathering in a short term.  

As a result, the mean values of JVR were considerably different according to the rock types 

(shale: 0.17 ~ 0.19, sandstone: 0.03 ~ 0.05). This study shows that the “mean” of JVR 

values can be used as an indicator for quantifying the weathering degree of rocks while also 

considering the slake durability index (Id2) in terms of both geological and mechanical 

characterizations.  
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8 DISCUSSION AND CONCLUDING REMARKS  

This chapter discusses the feasibility of close range photogrammetry for any future 

investigation into rock joint roughness, and summarizes the contribution of this study for 

the purposes. The accuracy of photogrammetric roughness data is reviewed in depth for 

practical purposes. For the estimation of rock surface roughness, guidelines for close range 

photogrammetry are also suggested in this chapter. In relation to the improvement of 

roughness investigations using photogrammetry, future works are proposed in various 

aspects.  

8.1 Feasibility of photogrammetry for roughness investigation  

Photogrammetry is a powerful technology in many engineering applications. This technique 

has proven to be inexpensive and efficient in creating geospatial data of large scale rock 

slopes. This advantage has contributed to the widespread use of photogrammetry for 

discontinuity characterization. With regard to roughness investigation, the literature review 

presented in Chapter 2 highlights that photogrammetry is questionable due to various 

influencing factors caused by both camera and planning. When dealing with these two 

factors, uncertainties in one may be associated with uncertainties in another. That can be 

one of the reasons why photogrammetry for joint roughness investigations, combined with 

the application of rock mechanics, has been insufficiently studied and used to date. 

However, many examples of successful roughness simulations using photogrammetry can 

be found in different areas such as geology, archaeology and medical science. In these areas, 

at very close range, photogrammetry creates 3D models simulating detailed surface 

roughness, where high accuracy is required. In this respect, it is important to mention that 

the feasibility of photogrammetry depends on the required accuracy of the produced models. 

From an engineering point of view, the influence of the accuracy of 3D models on the 

corresponding JRC values of profiles should be evaluated when considering the influence of 

the values on the mechanical behaviour. 

The study presented in this thesis emphasizes the benefits of JRC data provided by close 

range photogrammetry, which can produce accurate surface models with dense point 

intervals in comparison to traditional measurement techniques. Photogrammetric JRC 

values obtained from various field surveys have been used as analysis parameters for the 
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corresponding engineering issues as shown in Chapter 7. In order to estimate the ‘stiffness’ 

parameters of Mohr-Coulomb slip joint model in Section 7.2 and the ‘joint factors’ of 

Hoek-Brown criterion in Section 7.3, the accuracy of photogrammetric JRC data alone may 

lead to an incomplete final conclusion. The factor of safety for slope stability depends on 

various strength properties as well as on the roughness properties in the study cases in 

Chapter 7. It can be said that the techniques used in this study are adequate when the 

obtained data are within reasonable ranges. Therefore, close range photogrammetry can be a 

useful part of providing deterministic design values in the field of rock slope engineering.     

 Measurement of the maximum asperity height (h) is also a good solution to avoid 

measurement errors of JRC values due to data noise. As presented in Section 7.6, the data 

noise tended to occur when the images were taken at close distances with long focal lengths 

and thus the point intervals were short. The corrupted profiles can be filtered by a 

smoothing process to estimate a reasonable range of JRC values (Poropat, 2008). However, 

it has been also found that the corrupted profiles created satisfactory undulations in large 

scale. If the straight edge method is applied to estimate rock joint roughness, 

photogrammetric profiles can be alternatively used for the measurement profiles.    

There are unknown factors that can affect the accuracy of the roughness data, including 

camera factors and inappropriate planning factors. As the planning factors, camera-to-object 

distances, baseline distances, percentage of image overlaps, camera intersection angles and 

angles of incidence can affect the accuracy of the obtained photogrammetric 3D models 

(Dai et al., 2014). This research emphasizes that inappropriate planning factors could more 

influence than camera factors in very close distances. In order to minimize data bias and to 

obtain reasonable ranges of roughness data, the plans of photogrammetry should be 

established by adequate guidelines. This limitation can be a different issue when SfM 

methodology is employed. However, in this study, the methodology has not been 

considered. 

As a guideline, this study developed a JRC error model based on a set of laboratory tests. 

The laboratory study of this thesis presents that there are allowable distance for 

photogrammetry survey in accordance with the employed focal length of lens. Even though 

the proposed allowable distances are developed under a laboratory condition, the error 

model is still valid as an ideal standard. Field photogrammetry tests in this thesis showed 

that if photographs are taken in close camera-to-object distances and the camera axis to 
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objects is close to orthogonal, the obtained photogrammetry roughness data are distributed 

in a predicted error ranges. This is extremely useful to review the obtained roughness data 

from photogrammetry surveys. 

Current practice in field tests largely relies on manual measurement of the roughness on 

rock joint surfaces by profile gauges. Due to constraints of sites, such measurements only 

apply to a limited number of sample sections and the sample sections can be selected from 

the areas within the accessible sections of the rock slopes. Accordingly, an important issue 

when undertaking close range photogrammetry can be the portability of equipment. The 

specific distant range of close range photogrammetry in this study is less than 10 metres. 

This issue is evident when the target areas are determined by geological conditions so that 

the areas are specifically separated. Technical feasibility of the use of close range 

photogrammetry, which is for inaccessible parts of fractured rock masses, has been verified 

by the use of recent UAV (unmanned aerial vehicle) technology. This method is useful to 

control a survey system to record specific randomly located exposed discontinuities. 

8.2 Standardization for photogrammetry survey  

For roughness characterization, site investigators should consider the influencing factors 

and several important guidelines to minimize measurement errors as well as the basic 

knowledge of photogrammetry. With regard to this topic, the practical limitations of 

photogrammetry surveys have been mainly discussed on the influence of measurement 

scales and the data noise (Haneberg, 2007; Poropat, 2008, 2009; Oppikofer, 2009). The 

planning of photograph setups should be thus properly established to minimize the 

influences on the accuracy of roughness data. In this thesis, it has been experimentally 

reviewed that the constraints are usually desirable distances, focal length of lens and angle 

of camera axis toward objects. The results of experiments have led to develop a JRC error 

model as a guideline for applying close range photogrammetry. 

8.2.1 Proposed method for prediction of JRC errors using error curves 

For many cases, it is convenient to approximate the probabilistic distribution by a 

mathematical function. This study sought to systemize the families of photogrammetric JRC 

data through laboratory tests as presented in Chapter 5 and 6. The developed JRC error 

functions, using a simple parabola curve and a line to plot the relationship between 
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normalized JRC data and RMSE and MAE of JRC, can be used for verifying the JRC 

values obtained by specific photogrammetry setups. The advantage of this approach is that 

the error functions can provide the ranges of expected errors under the functions. In the next 

step, an issue of this study was how the field data can be fit to the empirical distribution.  

It is worth mentioning that the use of the error models is only valid when the photograph 

setups are followed by the guideline mentioned in this section and when the 3D models are 

not affected by data noise.  

8.2.2 Allowable distances 

In Chapter 5, the proposed allowable camera-to-object distances in accordance with 

employed focal lengths attempts to ensure that measurement errors can be increased beyond 

the allowable distances. The standard values are obtained from the regression curves of 

mean values of RMSEJRC·D values in an ideal laboratory condition. The allowable ranges 

are 1, 2, 4 metres for the combination of Nikon D7000 with 24 mm, 50 mm, 85 mm focal 

length lenses respectively. Field roughness data also verified the inclined trend of 

RMSEJRC·D with distance. However, the regression curves in accordance with the focal 

lengths could not be distinguished from each other unlike the laboratory results. In the field 

conditions, this trend is preferably explained by the relationship with the point intervals of 

3D models, which are consequent results from the combination of the camera-to-object 

distance and the employed focal length. 

The allowable distances according to the employed lenses in field test conditions are not 

established in this thesis. The allowable camera-to-object distance can be guided by further 

studies using intensive data collections through field photogrammetry surveys.   

8.2.3 Measurement sections 

Through the field data analysis, it has been clearly observed that both camera factors and 

planning factors simultaneously affect the error of 3D models. However, the bias of 

roughness profiles is more influenced by planning factors such as adjacent environment, 

angles of line of sight and additional factors bringing model distortions than camera factors 

within the camera-to-object distance range of this study. In this study, the most influential 

factors on the accuracy of 3D models have been found as following aspects of field 

conditions: 
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▪ overall shapes of the rock surface of interest (flat, round and edges) 

▪ complexity of overall surface structure including the adjacent environment   

▪ orientation of the rock surface and the profiles of interest 

▪ data density of 3D point clouds 

8.2.4 Orientation of line of sight and profile directions 

The orientations of measurement surfaces in relation to the line of sight for cameras have 

considerable influence on the accuracy of JRC data. Field photogrammetric roughness data 

proposed a high-angle oblique range to provide a good match between the parabola error 

functions and photogrammetric JRC data distributions.  

The influence of the orientation of measurement surfaces and the measured profiles on the 

accuracy of JRC values has been analysed in Chapter 6. It is argued that the accuracy of 

photogrammetric JRC values is increased in the range of high-angle oblique range (θ1 > 60˚ 

and θ2 < 30˚). The ranges of the angles are close to the orthogonal angles to line of sight. 

This result was derived from the comparison of data with the error models.  

8.2.5 Preferred baseline distances 

In the conventional photogrammetry methodology employed in this study, the depth 

accuracy of 3D images relies on the base-to-distance ratio in photogrammetry setup. 

However, the base-to-distance ratio is kept constant to the mean value (1:7) of the 

recommended range of Sirovision in this study. It is firstly because the experimental and 

field surveys are based on the practical photogrammetry setup for rock slope survey. The 

preferable range of the base-to-distance ratio, which is recommended by several 

photogrammetry programs, is from 1:10 to 1:2 (3DM Analyst) and from 1:8 to 1:6 

(Sirovision). It can be said that this range is due to the limitation of the matching process of 

the photogrammetry algorithm to create 3D models.  In the unreported works of this study, 

there were trials to create 3D models with varying base-to-distance ratios in the same 

laboratory conditions. However, there was difficulty in the creation of 3D models and the 

outcomes in fact, were not successful. 
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8.2.6 Extraction of roughness profiles (post-processing) 

It has been highlighted in Section 3.3 that an appropriate way to obtain profile coordinates 

is necessary to extract roughness profiles from 3D models. In order to obtain a roughness 

profile in a specific direction on a 3D surface model, a rotation procedure of 3D coordinates 

may be required as suggested by Haneberg (2007). The rotation process can be worked by 

using MATLAB® scripts presented in Section 3.3.1. This method is appropriate to the 

occasion when the dip and dip directions of a rock surface is clearly defined and the 

representative profiles for specific directions are required. This method can be applied 

combined with photogrammetry algorithms. For example, Sirovision (CSIRO, 2012) 

provides a function to extract roughness profiles for a selected area on a 3D model. The 

profile extraction is executed along several representative directions centred by the steepest 

direction of the surfaces. This method is recommended for the investigation of roughness 

properties relating to the behaviour along dip directions. However, in many cases, the 

automated approach, if not used carefully, tend to provide biased roughness data, such as 

distorted profiles and excessive deviation of roughness parameters. 

8.3 Concluding remarks 

This study provides guidelines for the successful application of close range photogrammetry 

in rock surface roughness investigation based on experimental results. In order to increase 

existing knowledge of photogrammetric errors, laboratory tests and field works were 

conducted to investigate the effects of several crucial factors on the accuracy of the 

roughness data of rock surfaces.  

The findings of the photogrammetry laboratory tests provided a shape of errors for JRC 

values according to the main influencing factors; camera-to-object distances and focal 

length of lenses. This error model is particularly helpful as a guide line which can compare 

with the obtained photogrammetric JRC data in specific photograph setups to estimate the 

accuracy of the JRC values. The experimental works in this thesis may help engineers and 

site surveyors understand the performance of the close range photogrammetry and thus 

better plan the roughness measurement in field conditions.  
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8.4 Future works 

In relation to the main issues of the feasibility of photogrammetry for roughness 

investigation, future works can focus on following aspects: 

▪ First of all, further field surveys under appropriate plans in accordance with the proposed 

guide lines of this study are recommended to verify the developed parabolic error models. 

Abundant data obtained from various field conditions can improve the prediction of JRC 

errors and increase the reliability. 

▪ In this study, the development of error models express indirect relationships between the 

camera-to-object distance and the precision of JRCs. In other words, both variables of the 

functions are composed of JRC errors. In order to provide convenience to users, direct 

relationships between distance and JRC errors are preferred for quick understanding. A 

clear trend of error models can be established by using other metrics considering other 

various factors. Better findings of optimal camera-to-object distance and allowable ranges 

and the clear error models are required in the future. In that case, the findings in this PhD 

study can be an intermediate stage to the direct error functions.   

▪ Roughness investigation for rock slope surface is generally performed on specific 

locations where are worth investigating roughness properties as exposed rock joints. The 

regions of interest can be located much higher than ground levels or the regions can be 

spread over whole large slopes. This means that close range photogrammetry can frequently 

reach the limitation of camera setups due to the preferred ranges of camera-to-object 

distances and the preferred orientation of camera axis. Thus, the methodology of this study 

can be expanded to the use of more convenient and movable survey tools such as UAV 

(unmanned aerial vehicle) technology combined with SfM methodology. 
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Appendix 1. Photogrammetry survey data 

A1.1 Geo-referencing data (Beaudesert-Nerang road 1) 

 

Fig. A1.1 Photogrammetry setup in Beaudesert-Nerang road 1 

Table A1-1. Beaudesert-Nerang road 1 (2013) 

1. Survey date 8 Feb 2013 

2. Camera-to-object distance (m) 17.0 

3. Bearing (˚) 198 

4. Camera location (Left)   

Cartesian - Easting 

                - Northing 

    UTM   - Latitude (˚, ˊ, ˝) 

                - Longitude (˚, ˊ, ˝) 

527802.275 

13096579.152 

27˚ 59ˊ 38.7˝S 

153˚ 16ˊ 57.9˝E 

 

5. Tilting angle (˚) 0 

6. Employed lens FL = 24 mm 

 Table A1-2. Beaudesert-Nerang road 1 (2015) 

1. Survey date 10 Feb 2015 

2. Camera-to-object distance (m) 16.6 

3. Bearing (˚) 201 

4. Camera location (Left)   

Cartesian - Easting 

                - Northing 

    UTM   - Latitude (˚, ˊ, ˝) 

                - Longitude (˚, ˊ, ˝) 

527802.275 

13096579.152 

27˚ 59ˊ 38.7˝S 

153˚ 16ˊ 57.9˝E 

 

5. Tilting angle (˚) 0 

6. Employed lens FL = 24, 50, 85 mm 
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A1.2 Geo-referencing data (Beaudesert-Nerang road 2) 

 

Fig. A1.2 Photogrammetry setup in Beaudesert-Nerang road 2 

Table A1-3. Beaudesert-Nerang road 2 (2015)  

1. Survey date 10 Feb 2015 

2. Camera-to-object distance (m) 2.0 / 12.8 

3. Bearing (˚) 15 

4. Camera location (Left)  

Cartesian - Easting 

                - Northing 

    UTM   - Latitude (˚, ˊ, ˝) 

                - Longitude (˚, ˊ, ˝) 

527693.226 

13096490.278 

27˚ 59ˊ 35.82˝S 

153˚ 16ˊ 53.9˝E 

5. Tilting angle (˚) 0 

6. Employed lens FL = 24, 50, 85 mm 

Table A1-4. Beaudesert-Nerang road 2 (2013) 

1. Survey date 8 Apr 2013 

2. Camera-to-object distance (m) 2.0, 5.0, 10.0 

3. Bearing (˚) 13 

4. Camera location (Left)   

    Cartesian - Easting 

                - Northing 

    UTM   - Latitude (˚, ˊ, ˝) 

                - Longitude (˚, ˊ, ˝) 

527693.226 

13096490.278 

27˚ 59ˊ 35.82˝S 

153˚ 16ˊ 53.9˝E 

 

5. Tilting angle (˚) 0 

6. Employed lens FL = 24 mm 
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A1.3 Geo-referencing data (Bethania) 

 

Fig. A1.3 Photogrammetry setup in Bethania 

Table A1-5. Bethania, Brisbane (2013) 

1. Survey date 7 Jul 2013 

2. Camera-to-object distance (m) 5.0 / 33.0 

3. Bearing (˚) 175 

4. Camera location (Left)  

    Cartesian - Easting 

                - Northing 

    UTM   - Latitude (˚, ˊ, ˝) 

                - Longitude (˚, ˊ, ˝) 

527693.226 

13096490.278 

27˚ 42ˊ 16.93˝S 

153˚ 9ˊ 32.65˝E 

5. Tilting angle (˚) 0 

6. Employed lens FL = 24 mm 

 A1.4 Geo-referencing data (Nerang-Murwillumbah road 1) 

 

Fig. A1.4 Photogrammetry setup in Nerang-Murwillumbah road 1 
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Table A1-6. Nerang-Murwillumbah road 1 (2015)  

1. Survey date 25 May 2015 

2. Camera-to-object distance (m) 14.0 14.8 

3. Bearing (˚) 220 

4. Camera location (Left)  

    Cartesian - Easting 

                - Northing 

    UTM   - Latitude (˚, ˊ, ˝) 

                - Longitude (˚, ˊ, ˝) 

526039.546 

13102367.031 

28˚ 2ˊ 46.92˝S 

153˚ 15ˊ 53.6˝E 

526015.119 

13102349.615 

28˚ 2ˊ 46.36˝S 

153˚ 15ˊ 55.2˝E 

5. Tilting angle (˚) 0 

6. Employed lens FL = 24, 50, 85 mm 

A1.5 Geo-referencing data (Nerang-Murwillumbah road 2) 

 

Fig. A1.5 Photogrammetry setup in Nerang-Murwillumbah road 2 

Table A1-7. Nerang-Murwillumbah road 2 (2015)  

1. Survey date 25 May 2015 

2. Camera-to-object distance (m) 11.8 12.0 

3. Bearing (˚) 260 

4. Camera location (Left)  

    Cartesian - Easting 

                - Northing 

    UTM   - Latitude (˚, ˊ, ˝) 

                - Longitude (˚, ˊ, ˝) 

526288.807 

13102769.604 

28˚ 2ˊ 59.98˝S 

153˚ 16ˊ 3.2˝E 

 

526282.212 

13102758.196 

28˚ 2ˊ 59.61˝S 

153˚ 16ˊ 5.2˝E 

 

5. Tilting angle (˚) 0 

6. Employed lens FL = 24, 50, 85 mm 
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A1.6 Geo-referencing data (Engineering road) 

 

Fig. A1.6 Location of photogrammetry tests in Engineering road 

Table A1-8. Engineering road (2015)  

1. Survey date 20 Aug 2015 

2. Camera-to-object distance (m) 2.0, 5.0, 10.0 

3. Bearing (˚) 89 

4. Camera location (Left)  

    Cartesian - Easting 

                    - Northing 

    UTM   - Latitude (˚, ˊ, ˝) 

                - Longitude (˚, ˊ, ˝) 

537716.751 

13093237.660 

27˚ 57ˊ 49.23˝S 

153˚ 23ˊ 0.5˝E 

5. Tilting angle (˚) 0 

6. Employed lens FL = 24, 50, 85 mm 
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Appendix 2. Extracted roughness profiles from 3D models in field surveys 

A2.1 Beaudesert Nerang road, Gold Coast 

 

Fig. A2.1 Beaudesert Nerang road 1, section 1 (bottom) 

 

Fig. A2.2 Beaudesert Nerang road 1, section 1 (front) 

 

Fig. A2.3 Beaudesert Nerang road 1, section 1 (left) 
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Fig. A2.4 Beaudesert Nerang road 2, section 1 

 

Fig. A2.5 Beaudesert Nerang road 2, section 1 
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A2.2 Bethania, Brisbane 

 

Fig. A2.6 Bethania, profile #1 

 

 

Fig. A2.7 Bethania, profile #2 

 

 

Fig. A2.8 Bethania, profile #3 
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A2.3 Nerang-Murwillumbah road, Gold Coast 

 

Fig. A2.9 Nerang-Murwillumbah road 1, section 1 

 

 

Fig. A2.10 Nerang-Murwillumbah road 1, section 2-1 
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Fig. A2.11 Nerang-Murwillumbah road 1, section 2-2 

 

 

Fig. A2.12 Nerang-Murwillumbah road 2, section 1 
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Fig. A2.13 Nerang-Murwillumbah road 2, section 2-1 

 

 

Fig. A2.14 Nerang-Murwillumbah road 2, section 2-2 
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A2.4 Engineering road, Gold Coast 

 

Fig. A2.15 FL = 24 mm, profile #2 

 

 

Fig. A2.16 FL = 24 mm, profile #5 
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Fig. A2.17 FL = 24 mm, profile #12 

 

 

Fig. A2.18 FL = 50 mm, profile #2 
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Fig. A2.19 FL = 50 mm, profile #5 

 

 

Fig. A2.20 FL = 50 mm, profile #12 
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Fig. A2.21 FL = 85 mm, profile #2 

 

Fig. A2.22 FL = 85 mm, profile #5 

 

Fig. A2.23 FL = 85 mm, profile #12 
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Appendix 3. Stereographic projections of the fields 

A3.1 Beaudesert Nerang road 

 

Fig. A3.1 Stereographic projections: Beaudesert Nerang road site 1 section 1 and 2 
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Fig. A3.2 Stereographic projections: Beaudesert Nerang road site 1 section 3, site 2 section 

1 and 2 
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A3.2 Bethania, Brisbane, Nerang-Murwillumbah road 1 

 

Fig. A3.4 Stereographic projections: Bethania site section 1, Nerang-Murwillumbah road 1 

section 1 and 2 



235 

 

A3.3 Nerang-Murwillumbah road 2, Engineering road (section 1, 2) 

 

Fig. A3.5 Stereographic projections: Nerang-Murwillumbah road 2 section 1 and 2, 

Engineering road section 1 and 2 
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A3.4 Engineering road (section 3 ~ 6) 

 

Fig. A3.6 Stereographic projections: Engineering road section 3 ~ 6 
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A3.5 Engineering road (section 8 ~ 12) 

 

Fig. A3.7 Stereographic projections: Engineering road section 8 ~ 12 
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Appendix 4. Strength properties of the rock samples used in the study 

A4.1 Point load test 

Table A4-1. Point load test data sheet #1 

Site: 

Date: 

Rock type: 

Beaudesert Nerang road 1 

2 Oct 2012 

Sandstone 

Calculations Unit Samples 

1 2 3 4 5 6 7 8 

1. Width, W mm 44.0 42.8 56.0 69.1 25.5 35.6 36.3 37.5 

2. Depth, D mm 38.0 56.8 28.5 24.9 44.5 41.5 40.0 71.5 

3. Minimum cross sectional area, A mm2 1672.0 2431.0 1596.0 1720.6 1134.8 1477.4 1452.0 2681.3 

4. Equivalent core diameter, De mm 46.1 55.6 45.1 46.8 38.0 43.4 43.0 58.4 

5. Point load strength, P kN 0.667 1.318 6.339 3.460 1.711 0.815 1.292 0.861 

6. Uncorrected point load strength, Is Mpa 0.313 0.426 3.149 1.579 1.184 0.433 0.699 0.252 

7. Point load strength index, Is (50) - 0.302 0.447 3.006 1.533 1.047 0.406 0.653 0.271 

8. Unconfined compressive strength, UCS* Mpa 2.51 3.41 25.19 12.64 9.47 3.47 5.59 2.02 

*, conversion factor (F) = 8 
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Table A4-2. Point load test data sheet #2 

Site: 

Date: 

Rock type: 

Beaudesert Nerang road 1 

2 Oct 2012 

Argillite, Shale 

Calculations Unit Samples 

1 2 3 4 5 6 7 8 

1. Width, W mm 50.0 78.5 51.4 51.4 21.4 20.2 25.9 48.3 

2. Depth, D mm 24.0 22.0 43.4 47.8 46.3 34.6 36.4 45.2 

3. Minimum cross sectional area, A mm2 1200.0 1727.0 2230.8 2456.9 990.8 698.9 942.8 2183.2 

4. Equivalent core diameter, De mm 39.1 46.9 53.3 55.9 35.5 29.8 34.6 52.7 

5. Point load strength, P kN 3.113 3.915 5.343 6.085 2.649 3.712 4.264 1.088 

6. Uncorrected point load strength, Is Mpa 2.037 1.780 1.881 1.945 2.100 4.171 3.552 0.391 

7. Point load strength index, Is (50) - 1.824 1.730 1.936 2.046 1.800 3.306 3.012 0.401 

8. Unconfined compressive strength, UCS* Mpa 16.30 14.24 15.05 15.56 16.80 33.37 28.42 3.13 

*, conversion factor (F) = 8 
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A4.2 Schmidt hammer test 

Table A4-3. Schmidt hammer test sheets 1 

Site: 

Date: 

Rock type: 

Beaudesert Nerang road 1 

25 Oct 2012 

Sandstone 

Test sections Density 

(gm/cm3) 

Rebound 

no. 
𝜎𝑈𝐶𝑆 (MPa) 

Yasar and Erdogan (2004) 

𝜎𝑈𝐶𝑆 = 0.000004 × 𝑅𝐿4.29 

Katz et al. (2000) 

𝜎𝑈𝐶𝑆 = 2.21 × 𝑒(0.07×𝑅𝑁) 

A 1 2.57 19 1.22 8.36 

2 2.57 14 0.33 5.89 

3 2.57 19 1.22 8.36 

4 2.57 11 0.12 4.77 

5 2.57 17 0.76 7.26 

B 6 2.57 16 0.59 6.77 

7 2.57 36 18.99 27.47 

8 2.57 35 16.83 25.61 

9 2.57 38 23.95 31.59 

10 2.57 29 7.51 16.83 

C 11 2.57 37 21.36 29.46 

12 2.57 30 8.69 18.05 

13 2.57 16 0.59 6.77 

14 2.57 17 0.76 7.26 

15 2.57 45 49.47 51.57 

D 16 2.57 32 11.46 20.76 

17 2.57 46 54.36 55.31 

18 2.57 28 6.46 15.69 

19 2.57 29 7.51 16.83 

20 2.57 40 29.85 36.34 

Average 13.1 20.0 
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Table A4-4. Schmidt hammer test sheets 2 

Site: 

Date: 

Rock type: 

Beaudesert Nerang road 1 

25 Oct 2012 

Argillite, Shale 

Test sections Density 

(gm/cm3) 

Rebound 

no. 
𝜎𝑈𝐶𝑆 (MPa) 

Yasar and Erdogan (2004) 

𝜎𝑈𝐶𝑆 = 0.000004 × 𝑅𝐿4.29 

Katz et al. (2000) 

𝜎𝑈𝐶𝑆 = 2.21 × 𝑒(0.07×𝑅𝑁) 

A 1 2.73 27 5.53 14.63 

2 2.73 31 10.00 19.36 

3 2.73 29 7.51 16.83 

4 2.73 30 8.69 18.05 

5 2.73 27 5.53 14.63 

B 6 2.73 29 7.51 16.83 

7 2.73 35 16.83 25.61 

8 2.73 25 3.97 12.72 

9 2.73 41 33.18 38.98 

10 2.73 32 11.46 20.76 

C 11 2.73 17 0.76 7.26 

12 2.73 24 3.34 11.86 

13 2.73 23 2.78 11.06 

14 2.73 27 5.53 14.63 

15 2.73 26 4.70 13.64 

D 16 2.73 46 54.36 55.31 

17 2.73 33 13.08 22.26 

18 2.73 49 71.29 68.24 

19 2.73 29 7.51 16.83 

20 2.73 46 54.36 55.31 

Average 16.4 23.7 
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